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Abstract—Two model independent solutions to the problem of controlling wheel-based mobile platforms are proposed. These two algorithms are based on a so-called virtual vehicle approach, where the motion of the reference point on the desired trajectory is governed by a differential equation containing error feedback. This, combined with the fact that the proven stable control algorithms are basically proportional regulators with arbitrary positive gains, make the solutions robust with respect to errors and disturbances, as demonstrated by the experimental results.

Index Terms—Control of mobile platforms, nonlinear feedback control, trajectory tracking.

I. INTRODUCTION

In this note, the problem of controlling wheel-based mobile platforms is studied. Many industrial applications need problems like this to be solved in order to have good and robust path tracking algorithms for different types of automated tasks. Naturally, this has been a well studied topic [3], [4], [6]–[8], [10], [12]–[14], and quite a few methods have been proposed to solve the problem, for example the curvature steering method [5], [7], or the flatness approach [8]. However, many of these methods either use open loop control, which is quite sensitive to measurement errors and disturbances, or are highly model dependent, making the controllers very complex and hard to implement in practice, since exact modeling of the platform is typically not an easy task.

Our solution to this problem consists of two slightly different control strategies for tracking a reference trajectory based on position and orientation error feedback. These strategies are largely model independent because they provide only the rotational and translational velocity control. In other words, they are higher level controls. Naturally, for platforms that do not have direct control over the velocities, one needs to design the actuator control so that these velocity controls are realized. The implementation could be just a static mapping, as in the car case, or a dynamic regulator. The first of the two strategies is designed in such a way that it only requires control in the lateral direction, i.e., rotational control, while keeping the longitudinal velocity at a constant value. This strategy is developed for mobile platforms that do not support fine and accurate translational velocity control, such as fairly cheap RC cars. As a price one has to pay for using only one controlled input, the algorithm only works locally. Therefore the second of the two strategies requires both rotational and translational control, and will be shown to be globally stable.

The two proposed algorithms are furthermore both based on a so-called virtual vehicle approach, where the motion of the reference point (the virtual vehicle) on the planned trajectory is governed by a differential equation containing error feedback. It can be viewed as a combination of the conventional trajectory tracking, where the reference trajectory is parameterized in time, and a dynamic path following approach [14], where the criterion is to stay close to the geometric path, but not necessarily close to an a priori specified point at a given time. The main idea behind our approach can be seen in Fig. 1, and the reason for calling the reference point, together with the associated differential equation, a virtual vehicle is that the reference point is moving on the path that we want the platform to follow. At the same time it has its own dynamics for describing the motion, and one of the advantages with our approach is that it is quite robust with respect to measurement errors and external disturbances. This is due to the fact that the motion of the virtual vehicle is governed by tracking error feedback, and basically only proportional controls are used. If both the tracking errors and disturbances are within certain bounds, the reference point moves along the reference trajectory while the robot follows it within the prespecified look-ahead distance. Otherwise, the reference point slows down and waits for the robot.

In this note, we study the performance of the two proposed path following algorithms analytically and show how they are implemented on two different platforms respectively: a RC car and a Nomadic 200 mobile platform. In order to compare the two algorithms, the stability analysis will be performed on kinematic models of the two platforms, which are in essence the same.

This note is organized as follows. In Section II, we present our two control algorithms, followed by the stability analysis in Section III. In Section IV, the first controller is implemented on a small RC car, and the second algorithm is implemented on the Nomad 200 in order to stress the fact that our proposed solutions really are model independent. These experiments also show that our proposed solutions do not only work in theory, but in practice as well.

II. CONTROL ALGORITHMS

A. Problem Formulation

Our main task is to find a lateral control $\delta(t)$ and longitudinal control $v(t)$ that make a robot follow a smooth reference path, parameterized by a virtual vehicle $s(t)$, moving on the path. The path is given by

$$
\begin{align*}
x(t) &= p(s(t)) \\
y(t) &= q(s(t))
\end{align*}
$$

(1)

where we assume that $p'\hspace{1pt}^2(s(t)) + q'^2(s(t)) \neq 0 \forall s \in \left[0, s_f \right]$, and the subscript $d$ stands for desired position. Furthermore, our control objectives are

$$
\limsup_{t \to \infty} p(t) \leq d_p
$$

(2)

$$
\limsup_{t \to \infty} |\psi - \psi_d| \leq d_\psi
$$

(3)

where $p(t) = \sqrt{\Delta x^2 + \Delta y^2}$, and $\Delta x = x_d - x$, $\Delta y = y_d - y$. In (3) the yaw angle (orientation of the vehicle), $\psi = \tan^{-1}(\Delta y, \Delta x)$ is the desired orientation, and $(x, y)$ is a reference point on the robot, for
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example the center of gravity. Furthermore, \( d_o > 0 \) is a small number that, among other things, depends on the maximum curvature of the reference path, and \( d_p \) is the look-ahead distance that will be more carefully defined later.

**B. Control Algorithm 1**

In this section, we present the first of the two control algorithms. We assume that the longitudinal velocity \( v = \sqrt{x^2 + y^2} \) is constant, and we thus only control the lateral velocity. This control algorithm is designed for platforms which do not have good actuators, such as our fairly cheap radio-controlled car. Therefore, our purpose here is to keep the longitudinal and lateral control as simple as possible. In order to realize (2), we introduce the parameter \( \gamma \), and require [11]

\[
\dot{\rho} - \dot{d}_p = -\gamma(\rho - d_p) \tag{4}
\]

which, after differentiating \( \rho \), gives

\[
\frac{1}{\dot{\rho}} \left( \Delta x \dot{x}_d - \dot{x} \right) + \Delta y \dot{y}_d - \dot{y} = -\gamma(\rho - d_p) + \dot{d}_p. \tag{5}
\]

Now, since \( \dot{x}_d = p'(s) \dot{s}, \dot{y}_d = q'(s) \dot{s} \), we have

\[
\dot{s} = \frac{\Delta x p'(s) + \Delta y q'(s)}{\rho} \times \left( \Delta x \dot{x}_d - \Delta y \dot{y}_d - \gamma(\rho - d_p) + \rho \dot{d}_p \right). \tag{6}
\]

If we let \( \psi \), denote the angle between the velocity vector and the \( x \)-axis (for most practical systems, \( \psi \) is almost identical to \( \psi \)), then

\[
\Delta x \dot{x} + \Delta y \dot{y} - \gamma(\rho - d_p) + \rho \dot{d}_p = \rho v \cos(\psi_d - \psi_v) - \gamma(\rho - d_p) + \dot{d}_p. \]

Next, let \( \gamma \) in (4) be given by \( \gamma = \alpha v \cos(\psi_d - \psi_v) \), with \( \alpha > 0 \), and \( \dot{d}_p = 1/\alpha \), and let \( \theta_d \), denote the orientation angle of the tangent to the reference curve at \( s \). Then (6) can be rewritten as

\[
\dot{s} = \frac{1}{\sqrt{p'^2 + q'^2} \cos(\psi_d - \theta_d)} \left( 2v \cos(\psi_d - \psi_v) - \gamma \rho \right). \tag{7}
\]

It can be seen from (4) that \( \rho(t) \to d_p \) if \( \cos(\psi_d - \psi_v) \) is kept positive and \( \cos(\psi_d - \theta_d) \) stays nonzero, and thus the first control objective (2) would be realized if this were to hold. However, \( \cos(\psi_d - \theta_d) \) will be zero only if \( (\Delta x, \Delta y)^T \) is normal to the curve at \( (p(s),q(s)) \). In order to avoid this singularity, we need to make the following assumption about the reference curve.

**Assumption 2.1:** The bound on the curvatures of the reference curve is sufficiently small.

A typical example here is a straight line. However, this assumption alone may not be enough. In fact, the lateral control has to be designed such that the following holds.

**Assumption 2.2:**

\[
2v \cos(\psi_d - \psi_v) - \gamma \rho \geq \epsilon > 0
\]

for all \( t \geq 0 \).

**Remark:** It is easy to see that if the curvature of the reference curve is sufficiently small, then if initially \( \Delta x p'(s) + \Delta y q'(s) > 0 \), it will stay positive, provided that Assumption 2.2 is also satisfied (think of a straight line).

The satisfaction of Assumption 2.2 depends both on the initial condition and on the lateral control. In fact, it is easy to see that if Assumption 2.2 is satisfied initially, and if, for some \( \delta > 0 \), the lateral control keeps \( |\psi(t) - \psi_v(t)| \leq \pi/2 - \delta \) for all \( t \geq 0 \), then Assumption 2.2 is always satisfied. This also implies that the second control objective (3) would be fulfilled.

For a car-like robot, we propose the following proportional, lateral control:

\[
\delta_l = -k(\psi - \psi_v), \quad k > 0 \tag{8}
\]

and we summarize the first control algorithm as follows.

**Algorithm 2.1:**

\[
\begin{cases}
\dot{s} = \frac{1}{\sqrt{p'^2 + q'^2} \cos(\psi_d - \theta_d)} \left( 2v \cos(\psi_d - \psi_v) - \gamma \rho \right), \\
\delta_l = -k(\psi - \psi_v), \quad v = \text{const},
\end{cases}
\tag{9}
\]

where \( \Delta \) and \( v \) control the lateral and longitudinal velocities respectively.

We thus propose a simple control algorithm for steering mobile platforms, such as car-like robots, that is given by (7) and (8). Later we will use a kinematic model of the car to show that Assumption 2.2 is met by using the lateral control (8), provided that the reference curve satisfies Assumption 2.1.

Since Assumptions 2.1 and 2.2 can be satisfied initially only for a subset of the initial conditions, this algorithm is not valid globally. On the other hand, if one is able to use finer longitudinal control, such singularities can be avoided, as will be shown in the next subsection where the second of our control algorithms is presented.

**C. Control Algorithm 2**

For this algorithm we assume that the actuators are accurate enough so that fine longitudinal velocity control is available. In contrast to the previous algorithm, this new algorithm will furthermore be defined globally. We should first point out that in [6] and [12], tracking controls (similar to the previous algorithm) will be defined for a subset of the initial conditions, this algorithm is not valid globally. However, the controls there are complex and highly model dependent, while our approach is to produce controls that are quite intuitive and model independent.

From (1), we, as already mentioned, have \( \dot{x}_d = p'(s) \dot{s}, \dot{y}_d = q'(s) \dot{s} \), or \( \dot{x}_d p'(s) + \dot{y}_d q'(s) = \rho^2 \psi_d'(s) + q'^2(s) \dot{s}, \) which implies that if the robot would track the path perfectly, i.e., \( \dot{x} = \dot{x}_d, \dot{y} = \dot{y}_d, \) we would have

\[
\dot{s} = \frac{p'(s)}{p'^2(s) + q'^2(s)} \dot{x} + \frac{q'(s)}{p'^2(s) + q'^2(s)} \dot{y}. \tag{10}
\]

The reason for expressing \( \dot{s} \) in this way is that \( p'^2(s) + q'^2(s) \) is always nonzero by our assumption about the smoothness of the reference path.

If we now denote \( v = \sqrt{x^2 + y^2} \), and assume that \( \dot{s} \geq 0 \), then

\[
\dot{s} = v / \sqrt{p'^2(s) + q'^2(s)}. \tag{11}
\]

On the other hand, these expressions do not contain any position error feedback, which is important for robustness. We thus add error feedback to \( \dot{s} \), and propose the dynamics for the reference point as follows:

\[
\dot{s} = \frac{c_0 (v - v_0)}{\sqrt{p'^2(s) + q'^2(s)}}
\]

where \( c_0 \) and \( v_0 \) are positive numbers that are to be determined later, and with the appropriate choice of \( c_0 \) and \( v_0 \), will be the desired speed at which one wants the vehicle to track the path.
Since \( \psi_d \) becomes undefined when \( \rho = 0 \), in order to avoid this singularity, we define
\[
\dot{\psi}_d = \begin{cases} 
\psi_d & \text{if } \rho > \epsilon \\
\frac{\rho}{2\rho^2 + 3\epsilon^2} \psi_d & \text{if } 0 \leq \rho \leq \epsilon \\
\frac{\rho^3 - 3\rho^2 + 3\epsilon^2\rho - \epsilon^3}{\rho} & \text{if } \rho < 0
\end{cases}
\]
where \( \epsilon \) can be taken as \( d \rho \), i.e., the desired tracking bound. It is easy to see that \( \dot{\psi}_d \) is also well defined at \( \rho = 0 \) since \( \lim_{\rho \to 0} \psi_d (\frac{\rho^3}{2\rho^2 + 3\epsilon^2}) = 0 \).

Consequently, we can define the translational and rotational control as follows.

**Algorithm 2.2:**
\[
\begin{align*}
\dot{x} &= \frac{-\rho \gamma}{\sqrt{x^2 + y^2}} \\
\dot{y} &= \frac{\delta}{\rho} \\
\dot{v} &= \frac{v}{T} \tan(\delta)
\end{align*}
\]
where both \( \gamma \) and \( k \) are positive, and \( \Delta \psi = \psi_d - \psi \).

**Remark:** At \( \rho = \epsilon \) it holds that
\[
\Delta \psi \big|_{\rho = \epsilon} = \psi_d \quad \text{and} \quad \dot{\psi}_d \big|_{\rho = \epsilon} = \dot{\psi}_d
\]
and therefore the rotational control is continuous everywhere. Obviously, the translational control is also defined and continuous everywhere. If \( \rho \neq 0 \), then the translational control can be also expressed as
\[
v = \gamma \rho \cos(\Delta \psi)
\]
where \( \Delta \psi = \psi_d - \psi \).

It is obvious that Algorithm 2.2 just steers the robot toward the reference point on the desired path, with a speed proportional to the distance tracking error.\(^1\)

## III. STABILITY ANALYSIS

Even though our control algorithms are largely model independent, the stability analysis still has to be done with respect to mathematical models of the platforms. We apply the first control algorithm to a RC car platform, where fine control of the velocity is extremely difficult to achieve. We then apply our second algorithm to a Nomad platform, where one can apply fine control to both the longitudinal and the lateral velocities.

### A. Stability Analysis of a Car-Like Platform

Consider a simple kinematic model for a car-like platform, where we let \((x, y)\) denote the middle point of the rear axle, and let \( \delta \) denote the steering angle. Then, it is well known (see [13], for example) that the model can be written as
\[
\begin{align*}
\dot{x} &= v \cos(\psi) \\
\dot{y} &= v \sin(\psi) \\
\dot{\psi} &= \frac{v}{l} \tan(\delta)
\end{align*}
\]
where \( l \) is the length between the front and the rear axles. In this model, \( \psi_v = \psi \).

\(^1\)In practice, the range of the accessible speed is always limited. One can replace the speed control \( v = \gamma \rho \cos(\Delta \psi) \) by, for example, \( v = \gamma \tan(\rho) \cos(\Delta \psi) \) in order to take care of this saturation problem.

If we plug in the lateral control law (8), we have
\[
\frac{v}{T} \tan(\delta) = -k(\psi - \psi_d).
\]
So, \( \delta = -\tan^{-1}((lk/v)(\psi - \psi_d)) \), where \( k \) should be chosen to reflect the steering range accessible by the robot.

Now, we define the errors
\[
\Delta \rho = \rho - d \rho, \quad \Delta \psi = \psi - \psi_d, \quad \Delta \theta = \theta - \theta_v
\]
which gives us the following error dynamics:
\[
\begin{align*}
\dot{\Delta} \rho &= -\alpha \cos(\Delta \psi) \Delta \rho \\
\dot{\Delta} \psi &= -k \Delta \psi + \frac{v}{\Delta \rho + d \rho} \left( \sin(\Delta \psi) \\
& \quad + \tan(\Delta \theta) \cos(\Delta \psi)(1 - \alpha \Delta \rho) \right) \\
\dot{\Delta} \theta &= -\frac{v}{\Delta \rho + d \rho} \sin(\Delta \psi) \\
& \quad + \tan(\Delta \theta) \cos(\Delta \psi)(1 - \alpha \Delta \rho) + \kappa(s) w
\end{align*}
\]
where \( \kappa(s) = (q''(s' - p''(s' + q'(s'))^2 \right)^{1/2} \) is the curvature of the path, and \( w = (v/\cos(\Delta \theta) \cos(\Delta \psi))(1 - \alpha \Delta \rho) \). It is obvious that the error dynamics (14) is not globally stable, since \( |\Delta \theta| = (\pi/2) \) or \( \rho = 0 \) (where \( \psi_d \) is not well defined) are singular points.

However, if we consider \( w \) as an input or perturbation to the system defined in (14), then we can show that the dynamics is locally exponentially stable if the input is set to zero. It is easy to compute the linearized matrix \( A \) of (14) at \((0, 0, 0)\) as
\[
A = \begin{pmatrix}
-\alpha & 0 & 0 \\
0 & -k + \frac{v}{\Delta \rho} & \frac{v}{\Delta \rho} \\
0 & -\frac{\Delta \rho}{\Delta \theta} & \frac{\Delta \rho}{\Delta \theta}
\end{pmatrix}
\]
and straightforward calculations show that \( A \) is a stable matrix for all \( v > 0 \) and \( k > 0 \). Therefore, (14) is a locally exponentially stable system driven by the input \( k \Delta \psi \). It is well known that for such a system, if both the initial condition \((\Delta \psi(0), \Delta \theta(0), \Delta \rho(0))\) and \(|k \Delta \psi|\) are small enough, then \(|\Delta \psi(t), \Delta \theta(t), \Delta \rho(t)| \) will remain small. This also implies that the singular points will not be reached. In order to keep \(|k \Delta \psi|\) small, it suffices to assume that the upper bound for \( \kappa(s) \) is small enough.

**Remark:** It is easy to see that with this model, Assumption 2.2 is satisfied. We note that \( 2v \cos(\psi_d - \psi_v) - \gamma \rho = v \cos(\Delta \psi)(2 - (\rho/d \rho)) \), and \( \rho(t) \) tends to \( d \rho \) monotonically if \(|\Delta \psi| \) is bounded from \( \pi/2 \). Therefore, if initially, \(|\Delta \psi(0)| \) is small enough and \((2 - (\rho(0)/d \rho)) > 0 \), then Assumption 2.2 is satisfied.

### B. Stability Analysis of an Omni-Directional Platform

1) **Vehicle Model:** The Nomad 200, depicted in Fig. 3, is a synchro-drive tri-wheeler, where the two slave wheels are mechanically turned in the same direction as the actively controlled master wheel. If we do not want to model side slips, due to the intended low speed application that the second control algorithm was designed for\(^2\), or the mechanical delays between the wheels, we get the model
\[
\begin{align*}
\dot{x} &= v \cos(\psi) \\
\dot{y} &= v \sin(\psi) \\
\dot{\psi} &= \delta_f
\end{align*}
\]
\(^2\)The algorithm was designed with an intelligent service agent application in mind [2], where low speeds are typically enough.
It should be pointed out that for this model, the lateral control, $s(t)$, is already the angular velocity of the vehicle and we assume the actuators do not have any saturation bound.

2) Stability Analysis: Let us consider the error dynamics:

$$\Delta x = p'(s) s - \gamma (\Delta x \cos(\psi(t)) + \Delta y \sin(\psi(t))) \cos(\psi(t))$$
$$\Delta y = q'(s) s - \gamma (\Delta x \cos(\psi(t)) + \Delta y \sin(\psi(t))) \sin(\psi(t))$$
$$\Delta \psi = -k \Delta \psi$$

(16)

where $s$ is defined in (11). Since this control algorithm is globally defined, in contrast to Algorithm 2.1, we do not need to include $\Delta \delta$ in the error dynamics.

Suppose that the desired speed of the robot, $v_0$, is greater than zero, and that $s_f = \infty$. (In practice, this means that the desired path should be long enough).

From (16), it directly follows that:

$$\Delta \psi = \Delta \psi(0) e^{-kt}.$$  

(17)

Furthermore, since $\rho = \sqrt{\Delta x^2 + \Delta y^2}$, then if it holds that $\rho \neq 0$

$$\dot{\rho} = \frac{1}{\rho} \left( (\Delta x \Delta x + \Delta y \Delta y) \right)$$

$$= \frac{1}{\rho} \left[ -\gamma (\Delta x \cos(\psi) + \Delta y \sin(\psi))^2 + \frac{\Delta x p' + \Delta y q'}{\sqrt{p'^2 + q'^2}} s \right] + \frac{\Delta x p' + \Delta y q'}{\rho^2} \dot{\rho}$$

$$= -\gamma \cos^2(\Delta \psi) \rho + c e^{-\alpha v_0} \cos(\theta - \theta_e).$$

(18)

(19)

Now, suppose that at $t = t_f, \rho(t_f) = 0$. Then using L’Hospital’s rule we have

$$\lim_{t \to t_f} \frac{\Delta x}{\sqrt{\Delta x^2 + \Delta y^2}} = \lim_{t \to t_f} \frac{1}{\sqrt{1 + \left( \frac{\Delta x}{\Delta y} \right)^2}} = \frac{p'(s(t_f))}{\sqrt{p'^2 + q'^2}}.$$  

Similarly, we have

$$\lim_{t \to t_f} \frac{\Delta y}{\sqrt{\Delta x^2 + \Delta y^2}} = \frac{q'(s(t_f))}{\sqrt{p'^2 + q'^2}}.$$  

Remark: This also implies that even though $\psi_d$ is not defined at $\rho(t_f) = 0$, $\lim_{t \to t_f} \psi_d$ exists and is equal to $\theta_e$.

Since $s(t) = (c v_0 / \sqrt{p'^2 + q'^2})$, from (18) we have

$$\dot{\rho}|_{\rho(t) = 0} = c v_0.$$  

On the other hand, at $t = t_f$, since $c(t) = 0$, we have

$$\Delta \rho = \sqrt{(p(s(t)) - p(s(t_f + \Delta t)))^2 + (q(s(t)) - q(s(t_f + \Delta t)))^2}.$$  

So, by the chain rule we have

$$\dot{\rho}|_{\rho(t) = 0} = c v_0$$

and thus (18) is well defined. Since $c v_0 > 0$, this implies that $\rho = 0$ can happen only as an initial condition (or perturbed to there by disturbances, for example). Now, let us denote

$$a(t) = -\gamma \cos^2(\Delta \psi(t)).$$

We should notice that $\Delta \psi(t) = \Delta \psi(t)$ only if $\rho(t) \geq \epsilon$. Now also let $\Phi(t, s)$ denote

$$\exp \left( \int_{s}^{t} a(\tau)d\tau \right).$$

We can always formally express

$$\rho(t) = \Phi(t, 0) \rho(0) + \int_{0}^{t} \Phi(t, s) \gamma c v_0 \cos(\psi_d(s) - \theta_e(s)) ds.$$  

Due to the facts that $\lim_{t \to t_f} \psi_d(s)$ exists and $\psi_d$ can be zero only at $t = 0$, the above expression is valid for all initial conditions and $0 \leq t < T$, where $T$ is either $\infty$ or a possible finite escape time. If $\rho(0) > \epsilon$, then

$$\Phi(t, s) = e^{\int_{s}^{t} a(\tau)d\tau}$$

$$= e^{\int_{s}^{t} \gamma [1 - \sin^2(\Delta \psi)]d\tau}$$

$$\leq e^{\int_{s}^{t} (1 - \Delta \psi^2)d\tau}$$

$$= e^{-\gamma (t - s) - \frac{\Delta \psi^2(0)}{2k} [e^{\gamma k s} - e^{-\gamma k t}]}$$

$$\leq e^{-\gamma (t - s) - \frac{\Delta \psi^2(0)}{2k}} \forall t \geq t \geq s \geq 0.$$  

(20)

where $T$, is such that $\rho(T) = \epsilon$ and

$$\Phi(t, 0) | \rho(0) + \int_{0}^{t} \Phi(t, s) \gamma c v_0 \cos(\psi_d - \theta_e) ds$$

$$\leq e^{-\gamma (t - s) - \frac{\Delta \psi^2(0)}{2k}} \rho(0) + \frac{v_0}{\gamma} e^{-\gamma \Delta \psi^2(0)/k}.$$  

Thus

$$\rho(t) \leq \max \left\{ \epsilon, e^{-\gamma (t - s) - \frac{\Delta \psi^2(0)}{2k}} \rho(0) + \frac{v_0}{\gamma} e^{-\gamma \Delta \psi^2(0)/k} \right\}$$

$$\forall t \geq 0.$$  

It is easy to see that after the transient decays exponentially, the tracking error, $\rho$, can meet any a priori given bound by tuning $\epsilon, \gamma$ and $k$. Now, if $\rho(t)$ is small enough then $\psi_d \approx \theta_e$ (since $\lim_{t \to \infty} \psi_d = \theta_e$) thus $\Delta \psi \approx \Delta \psi \to 0$. Then, inspecting (19) gives us that $\rho(t)$ should be close to the steady-state solution of

$$\dot{\rho} = -\gamma \rho + c e^{-\alpha \epsilon} v_0$$

which is defined by

$$\gamma \rho = c e^{-\alpha \epsilon} v_0$$

where the choice of $c = e^{\alpha v_0 / \gamma}$ gives that $\gamma \rho = v_0$. Thus, one can interpret $v_0$ as the desired speed, since, by our design, the actual speed is given by $v = \gamma \rho \cos(\Delta \psi)$.

IV. IMPLEMENTATION

A. Implementation of the First Control Algorithm

We chose to implement the first control algorithm on a small, radio controlled car, where we simply connect the transmitter to a computer.

However, our car system is based on a fairly cheap toy car with coarse A/D and D/A conversions as well as a dead zone in the servo system. Therefore the steering is far from precise, making questions concerning robustness very important, so what works in simulation may not work at all here. However, as seen in Fig. 2, the experiments
Fig. 2. In (a), the radio controlled car used for trying out the first control algorithm is depicted. In (b), the tracked trajectory (dotted) and the front point (solid) on the actual car can be seen, as well as the front and the rear points plotted together. In (c), the orientation of the car can be seen.

turned out to be satisfying, supporting the practical feasibility of our first control algorithm.

Fig. 3. The Nomad 200 [(a)] together with test runs with two different initial positions [(b) and (c)] are depicted in order to stress the global convergence of the second control algorithm. In this example, a circular path was tracked.

B. Implementation of the Second Algorithm on a Nomad 200 Mobile Platform

In order to stress the fact that our proposed control algorithms really are model independent, we chose to implement the second algorithm on a Nomad 200 mobile platform. The dynamics of this platform differ quite a lot from nonholonomic RC cars, but the approach still works well, which can be seen in Fig. 3, where we have plotted different test
runs on the Ne-server, the Nomad simulator. These test runs, where the robot tracks a circle from different initial positions and configurations, clearly indicate that our proposed second control algorithm works globally in a stable and robust way. It should be emphasized that if we were to use the first, local algorithm on these test runs, it would fail since the initial positions and orientations would make $\Delta y\bar{q}'(s) + \Delta y\bar{q}(s) = 0$, and thus $s$ would not be defined anymore if the first algorithm were to be used.

V. CONCLUSION

In this note, two intuitive, model independent path following control strategies are proposed, and the stability analysis is done with respect to two different platforms. What is new here is that by combining the conventional trajectory tracking approach and the more recent geometric path following approach, we can design a virtual vehicle that moves on the reference path and is regulated in a closed-loop fashion by exploiting the position error. In the first algorithm, the velocity is kept constant, while the other, global method depends on the possibility of fine velocity control.

Implementing these ideas on actual robots gives us some experimental data that show that our controllers work in practice as well as in theory, which is what we were aiming for, since our main design strategy was to keep the control algorithms model independent and as simple as possible.
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I. INTRODUCTION

Controllability is one of the central notions of modern control theory. The results on controllability of linear systems have been seminal in the development of the field, and the literature on controllability of nonlinear systems is vast. See, for example, [16], [1], [7], [8], [11], [15], and [19]. Traditionally, controllability is defined for linear state space systems and refers to the possibility of transferring a system from any initial to any terminal state. For nonlinear state-space systems the notion of controllability or strong accessibility refers to the case where the control can act on the system state, but may be insufficient to transfer it to a specified terminal state. Often, nonlinear system controllability is defined in terms of system state equation and tested by means of Lie distributions or their dual form.

The notion of controllability is recently extended to systems in more general framework. For linear systems, controllability is viewed in [18] in terms of system trajectories which may not necessarily be the system state. A system is defined to be controllable if one can switch from any feasible past trajectory in the system behavior to any feasible future trajectory, after some time delay. It is observed that the lack of behavioral controllability implies the existence of an autonomous system ‘output’, which is a nontrivial function of the system variables. It turns out that a linear time-invariant input–output system is controllable if and only if it does not have autonomous variables in its behavior and if and only if the polynomial matrices that specify the system behavior are left coprime.

The notion of autonomous variables is also used to describe controllability of nonlinear systems [1], [5], [7], [19]. In [7], local controllability of nonlinear state space systems is described in terms of the absence of local first integrals which are autonomous variables of the system state. In [1] and [19], controllability of nonlinear state-space systems is described by the absence of autonomous variables in terms of differential one-forms. Moreover, the need for a controllability concept for nonlinear input/output systems is discussed in [13], where a