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Abstract

A fundamental task for an autonomous mobile robot is that of localization — determining its location in a known environment. This problem arises in settings that range from the computer analysis of aerial photographs to the design of autonomous Mars rovers. Guibas, Motwani, and Raghavan have given geometric algorithms for the problem of enumerating locations for a robot consistent with a given view of the environment. Here, we provide an on-line algorithm for a robot to move within its environment so as to uniquely determine its location. The algorithm improves asymptotically on strategies based purely on the “spiral search” technique of Baeza-Yates, Culberson, and Rawlins; an interesting feature of our approach is the way in which the robot is able to identify “critical directions” in the environment which allow it to perform late stages of the search more efficiently.

1 Introduction

A fundamental task for an autonomous mobile robot is that of localization — determining its location in a known environment [7, 23, 25]. This is also a problem well-known in everyday life, where it can be surprisingly easy to become lost even with a compass and some knowledge of the terrain — and where it is sometimes crucial whether or not the map one is using bears a little mark with the words, “You are here.”

Thus we are dealing with a robot at an unknown location in an environment for which it does have a map. The localization problem has been considered in a variety of contexts in the robotics literature. One application is in the design of robot vehicles that must perform a certain task repeatedly in the same surroundings. Here, localization is used to determine the starting location at the beginning of the task, and to maintain positioning information over time [7, 9, 25]. A similar use of localization is in analyzing aerial photographs to determine the location from which they were taken [26]. Localization is also used in the design of autonomous exploration vehicles, such as the current prototypes for Mars rovers described by Shen and Nagy, and Miller et. al. [19, 21]. For example, [19] discusses strategies by which a mobile robot can determine its location after a short period of “reconnaissance”. In a related vein (outdoor navigation in less exotic landscapes) Thompson et. al. [23] also describe the role of “reconnaissance” in the localization problem.

Despite the considerable attention it has received in the robotics literature, localization has been the subject of very little theoretical work. Here we consider an environment E, which for the purposes of this discussion can be taken to be the interior of a large polygon filled with a finite number of polygonal obstacles. We also assume E is connected, so that there is an obstacle-avoiding path between any two points of E. A robot — assumed throughout to possess vision, a map of E, and knowledge of its orientation — “wakes up” at some point in E; its goal is to determine where it is. The set of all points the robot can see from its current position forms a star-shaped visibility polygon P. If there is only one point in E from which the visibility polygon is equivalent to P, then the robot can immediately determine uniquely where it is. Otherwise — if it is in a highly self-repeating environment such as a typical large building — there are a number of different places the robot could be, all consistent with its current view. In what has been essentially the only previous theoretical paper on the problem, Guibas, Motwani, and Raghavan [11] considered the question of enumerating all possible locations for the robot, given a visibility polygon P, when the environment E is itself a simple polygon. They gave an efficient algorithm for this enumeration problem, as well as techniques for pre-processing E to answer repeated “localization queries.”

In a strong sense, though, enumerating the possible locations is only a first step towards solving the local-
Our Results

The only previous theoretical treatment of the localization problem is the paper of Guibas, Motwani, and Raghavan [11], and as mentioned above, it deals only with the “static” version of the question. Our work represents, to our knowledge, the first use of the competitive ratio in analyzing the the localization problem for mobile robots.

In what follows, we deal with the following types of environments.

- Bounded-degree trees embedded in \( \mathbb{R}^d \). That is, the vertices are realized by points in \( \mathbb{R}^d \) and the edges by line segments, and the robot is constrained to move on the edges and vertices. If \( T \) is an embedded tree, we will use \( n \) to denote the number of leaves it has.

- Rectangle packings in the plane, consisting of \( n \) rectangles [2, 3, 6, 20]. We assume all rectangles have at least unit thickness, and that there is always just enough room for the robot to move between neighboring rectangles. (So the rectangles cannot be “stuck together” to make more complex obstacles.) Although not crucial, we will also assume for the sake of uniformity that the \( n \) rectangles are surrounded by a large polygonal boundary — that is, the robot is always constrained to move inside this polygon.

We give a localization algorithm for trees with competitive ratio \( O(n^{1/2}) \), and a localization algorithm for rectangle packings with competitive ratio at most \( O(n \sqrt{\log \log n}) = o(n) \). In the other direction, we show that no on-line localization algorithm can be better than \( \Omega(\sqrt{n}) \)-competitive for either of these types of environments. Closing this gap between upper and lower bounds remains an interesting open question.

Perhaps the best way to view these algorithms is as an asymptotic improvement on spiral search. Indeed, arguably the most natural way to design a localization algorithm for either of these environments is via the spiral search algorithm of Baeza-Yates, Culberson, and Rawlins [1]. This natural technique has found applications, whether explicitly or implicitly, in numerous on-line navigation problems [1, 6, 12, 14, 15, 20], layered graph traversal [10, 20], the design of hybrid algorithms [13], and even the approximation of NP-hard optimization problems [5, 24]. For our purposes here, spiral search would be implemented by having the robot iteratively explore all points of the environment within distance \( 1, 2, 4, \ldots, 2^j, \ldots \) until it knows where it is; the resulting algorithm will be \( O(n) \)-competitive in the types of environments described above. In a number of navigation problems based on exploration and search, it is often not difficult to show that this approach is optimal up to constant factors. Indeed a great deal of work is often done to determine what these constant factors are [1, 13, 14]. One consequence...
of our algorithms is that, in contrast to these examples, spiral search is not the best one can do for localization.

At a more general level, we are interested in on-line navigation problems in which, as is common in real applications, the robot has some limited information about its environment. Such problems tend to contain interesting structure that can be exploited when designing algorithms, and often provide insight into the value of a map in performing navigation tasks. One recent example of this is the $k$-trip shortest-path problem considered by Blum and Chalasani [4], where a robot must make repeated trips between the same pair of points, and can thus make use of partial maps for the later trips. For a further perspective on the value of different types of information in performing navigation tasks, see the work of Donald on "information invariants" [8].

In the case of localization, knowledge of the map allows the robot to begin focusing its search as it sees more and more of its surroundings. Indeed, our algorithm is quite natural and simple to state; the main difficulty is in analyzing the competitive ratio. The algorithm performs an initial period of spiral search on a local area which is sufficiently restricted to keep the competitive ratio from getting too large. At some point during this search, the robot is able to identify one or more "critical directions" in the environment; by searching only in these directions, the number of possible locations can be eliminated much more quickly. The algorithm then performs a final "clean-up" stage, in which the remaining possibilities are eliminated in an iterative fashion.

This paper is organized as follows. In Sections 2 and 3 we give the algorithm for trees and rectangle packings respectively. In Section 4, we present constructions showing an $\Omega(\sqrt{n})$ lower bound on the best competitive ratio attainable by any on-line algorithm for this problem, in both types of environments considered here. Finally, in Section 5, we consider the problem of placing unique landmarks in the environment to make the robot's task easier.

2 The Algorithm for Trees

Here we show an $O(n^{2/3})$-competitive algorithm for localization in an arbitrary geometric tree. Recall that by a geometric tree $T$ we mean a pair $(V, E)$, where $V$ is a finite point set in $\mathbb{R}^2$ and $E$ is a set of line segments whose endpoints all lie in $V$. The segments of $E$ intersect only at points in $V$, and they do not induce any cycles. Vertices with degree greater than 2 in $T$ will be called branch-vertices. It will turn out that the degree-2 vertices of $T$ are largely unimportant in the algorithm; thus we change our definition of $T$ to an equivalent one without such vertices. Specifically, we will say that all the vertices of a geometric tree $T$ are either leaves or branch-vertices, and edges are now polygonal paths between the vertices. Moreover, we assume for the sake of simplicity that $T$ has bounded degree; namely, for some absolute constant $\Delta$, at most $\Delta$ segments in $E$ are incident to any given vertex in $V$. Again changing notation slightly, we assume that $T$ has $n$ branch-vertices, and consequently has at most $(\Delta - 2)n + 2 \leq \Delta n$ leaves (and at least $n+2$).

If $U \subset V$, let $T(U)$ denote the subtree induced by $U$. When $U = \{x, y\}$, this is simply the path from $x$ to $y$; its length (as a polygonal path under the Euclidean distance) will be denoted $d_P(x, y)$. Recall that the robot is constrained to move on the vertices and edges of $T$; we also assume it can make no use of vision other than to know the orientation of all edges incident to its current location. Finally, to prevent various pathologies, we assume that all the points in $V$ have rational coordinates, and that the minimum length of any edge in $E$ is 1. (These last assumptions can be avoided at the cost of more cumbersome definitions below.)

Consider a geometric tree $T$ with $n$ branch-vertices. We wish to prove the following.

Theorem 1 There is an algorithm which is $O(n^{2/3})$, competitive for localization on any geometric tree.

We can assume without loss of generality that the robot begins at one of the vertices of $T$ (i.e. at a leaf or a branch-vertex), rather than in the middle of one of the edges. This is because the robot can initially perform a two-way spiral search to reach the closest vertex, traveling no more than 9 times too far [1]. Moreover, we can assume that it in fact begins at a branch-vertex, since its only choice at a leaf is to move along the incident edge.

At all times, the robot maintains a search region, some geometric tree $T'$ which consists of everything it has seen so far. This means that it is in a part of $T$ which locally looks like $T'$; thus the basic computation the robot will be performing as it explores is that of "lining up" its current copy of $T'$ with various parts of $T$, in the natural way. The robot maintains its current location $a$ on the map of $T'$, and a set $D_a$ of possible locations $t$ that this might correspond to in $T$. (To keep the notation clear, we will use Greek letters to denote vertices in $T'$.) If $v \in D_a$, then we will use $Y_{a,v}(T')$ to denote the subtree of $T$ induced by rigidly placing $T'$ on $T$ so that $a$ is mapped to $v$. See Figure 1.
Figure 1: Lining up $T'$ with $T$

Of course, the robot always does have a "genuine" location in $T$; it simply does not know what this is (until it has localized). Notationally, it is sometimes useful to refer to this unknown location: when the robot is at $a \in T'$, we will denote its true position in $T$ by $Z(a)$. (Note that $Z(a) \in D_a$.)

The following fact is immediate but will be used frequently.

**Lemma 1** For all $a, b$ in $T'$, $D_b$ is equal to the set $D_a$ translated by the vector from $a$ to $b$. In particular, $|D_a| = |D_b|$.

As the robot performs its exploration, it remembers the branch-vertex in $T'$ at which it first woke up; we will denote this vertex $\gamma_0$. In the course of the localization algorithm, the robot maintains four principal quantities:

1. As we will see below, $T'$ is initially constructed using spiral search. Thus we maintain the current "search radius" $r(T')$; this is the distance out to which depth-first search is currently being performed, from the initial location $\gamma_0$ in $T'$.
2. The common value of $|D_a|$ (as in Lemma 1) will be denoted $p(T')$; this is simply the number of possible placements of $T'$ in $T$.
3. The number of branch-vertices of $T'$ will be denoted $w(T')$.
4. The quantity $\alpha(T')$ is defined to be
   
   $$\max_{a \in T', v \in D_a} |D_a \cap Y_{a, v}(T')|.$$ 

That is, if we pick $a$ to be the "origin" of $T'$, then we can place it on $v$ so that it covers $\alpha(T')$ origins.

The algorithm consists of three main steps, which are controlled by the following global structure:

Initially $b(T') = 1$, $p(T') = O(n)$, and $w(T') = 1$
While $b(T') \leq p(T')$ and $b(T') \leq n/w(T')$
Execute Step 1
If $p(T') < b(T')$ then
Execute Step 3
Else execute Step 2 then Step 3

In the remainder of this section, we will describe each of the steps individually, then analyze the competitive ratio of the resulting algorithm.

**Step 1: Restricted Spiral Search**

The robot first wakes up at some initial location $\gamma_0 \in T'$ and begins performing spiral search [1]. This can be described as follows: the robot starts at $\gamma_0$ and performs successive depth-first searches so as to see all points within distance $r(T') = 2^j$ of $Z(\gamma_0)$, for $j = 0, 1, 2, \ldots$. At any given time, we know the robot failed to localize after seeing all points within $r(T')/2 = 2^{j-1}$ of $Z(\gamma_0)$ (in the previous iteration); thus $r(T')/2$ is a lower bound on the length of the optimal solution.

**Lemma 2** In Step 1, the robot travels no more than $8\Delta b(T')$ times the length of the optimal solution.

Proof. Suppose the final search radius was $r = 2^j$. So the total distance traveled by the robot is at most

$$\sum_{i=0}^{j} 2\Delta b(T') \cdot 2^i \leq 2^j + 2 \Delta b(T').$$

Since Step 1 did not terminate when the search radius was equal to $2^j$, any localizing path must travel a distance of at least $2^j$ away from $\gamma_0$. The bound follows. ■

**Step 2: Extending the Critical Path**

If $P$ is a directed polygonal path and $k \geq 1$, we use $P^k$ to denote the path formed by joining together $k$ copies of $P$ in succession. We use $P^{-1}$ to denote $P$ with the edges presented in the reverse order. Let $U = \{ u_1, \ldots, u_k \}$ be a subset of the vertices of $T$. We will say that $U$ induces a **periodic path** if $T(U)$ is a simple path and there is some polygonal path $P$ such that $T(u_i, u_{i+1}) = P^{m_i}$ for natural numbers $m_1, \ldots, m_k$.

We will say that $U$ induces a **comb tree** if $T(U)$ consists of a periodic path on vertices $\{ v_1, \ldots, v_k \}$ distinct from $U$ (the **base**), together with disjoint paths
This is a path congruent to $\text{point } w$, $w$, and a path congruent to $\text{point } u$. See Figure 2.

Recall that at the beginning of Step 2, we have an "origin" $\alpha$ of $T'$ and a placement $Y_{\alpha,v}$ of $T'$ which covers at least $w(T')$ origins in $T$. We will use $W$ to denote this set $(D_\alpha \cap Y_{\alpha,v}(T'))$ of covered origins.

**Lemma 3** $W$ induces either a periodic path or a comb tree in $T$ (and hence also in $T'$).

*Proof.* The proof is based on the following two claims, whose proofs are given in the Appendix.

**Claim 1** Let $T$ be a geometric tree, $r, x, y, z \in V$. Suppose that $T(r, x)$ is congruent to $T(y, z)$, and $T(r, y)$ is congruent to $T(x, z)$. Then $T(r, x, y, z)$ is either a periodic path or a comb tree.

**Claim 2** Let $T$ be a geometric tree and $U$ a subset of the vertices. Suppose that there is some $v \in U$ such that for all other $y, z \in U$, $T(x, y, z)$ is either a periodic path or a comb tree. Then $T(U)$ is a periodic path or a comb tree.

Using these, we prove the lemma as follows. Recalling that $W = D_\alpha \cap Y_{\alpha,v}(T')$, let us suppose that $W = \{w_1, \ldots, w_k\}$, with $w_1 = v$. Consider any other $w_i, w_j$ with $1 < i < j \leq k$. Since these belong to $D_\alpha$, there is a path congruent to $T(w_1, w_i)$ emanating from $w_j$, and a path congruent to $T(w_1, w_j)$ emanating from $w_i$. Note that these two paths have a common endpoint (at the point $w_1 + (w_i - w_1) + (w_j - w_1)$). Let $u$ denote this common endpoint; then $w_1, w_i, w_j, u$ satisfy the hypotheses of Claim 1. This in turn shows that $W$ and the distinguished point $w_1$ satisfy the hypotheses of Claim 2, and hence $T(W)$ is either a periodic path or a comb tree. ■

But suppose that $T(W)$ is in fact a comb tree. Then by Lemma 1, there is a vertex $a' \in T'$ such that $D_{a'}$ contains the set $W'$ of support points of $T(W)$ (which form a periodic path). In fact, if we let $\alpha'$ denote the support point of $v$, we see that $W' \subset D_{\alpha'} \cap Y_{\alpha',v'}$, so $|D_{\alpha'} \cap Y_{\alpha',v'}| \geq |W| \geq w(T')$. Thus, by using $\alpha'$ instead of $a$, we obtain a set $W'$ (satisfying $|W'| \geq w(T')$) which induces a periodic path. We state this as the following extension of the previous lemma.

**Lemma 4** $W$ can be chosen so that it induces a periodic path in $T$ (and in $T'$).

Suppose $T(W) = T'(W) = P^m$ is such a periodic path, with origin $\alpha$. The robot moves to $\alpha$; it is now standing somewhere in the middle of a long periodic path, and can thus follow successive copies of $P$ by moving in one direction (the forward direction), and successive copies of $P^{-1}$ by moving in the other (the backward direction). The robot moves in each of these directions until it determines the largest $i$ and $j$ for which it is possible to traverse $P^i$ in the forward direction and $P^{-j}$ in the backward direction, starting from $a$.

Locating $\alpha$ and $v$, and traversing $P^i$ and $P^{-j}$, constitutes Step 2. Note the following facts.

**Lemma 5** In Step 2, the robot travels no more than $4 + \frac{8n}{w(T') - 1}$ times the length of the optimal solution.

*Proof.* Moving to $a$ costs at most $2r(T')$. $T'$ contains $P^m$ as a path, and $m \geq w(T')$, so the length of $P$ (and hence $P^{-1}$) is at most $\frac{2r(T')}{w(T') - 1}$. Also, each copy of $P$ uses up an additional branch-vertex of $T$, so the robot will traverse at most $n$ copies of $P$ and $P^{-1}$. Since each copy is traversed twice (the robot returns to $a$), it travels at most

$$2r(T') + \frac{4nr(T')}{w(T') - 1}.$$ 

On the other hand, the length of the optimal solution is at least $r(T')/2$, as argued before. ■

**Lemma 6** At the end of Step 2, $p(T') \leq 2n/w(T')$.

*Proof.* For $v \in D_\alpha$ and $u$ any other vertex of $T$, we will say that $u$ is $P$-covered (resp. $P^{-1}$-covered) by $v$ if by starting at $v$ and following successive copies of
(resp. \(P^{-1}\)), the robot can reach \(u\). By considering the path \(P^m\) in \(Y_{a,v}\), we see that the total number of vertices that are \(P\)-covered or \(P^{-1}\)-covered by each \(v \in D_a\) is at least \(w(T')\) (counting \(v\) itself). Reversing the names of \(P\) and \(P^{-1}\) if necessary, we can assume that the average number of vertices \(P\)-covered by a vertex \(v \in D_a\) is at least \(w(T')/2\).

On the other hand, we claim that no vertex of \(D_a\) \(P\)-covers any other. This is simply because it is well-defined for each \(v \in D_a\) how far one can move along \(T\) following the edge sequence of \(P^m\); thus if \(v\) \(P\)-covers \(v'\), the robot can eliminate at least one of \(v\) or \(v'\) from its set of possible locations.

This in turn implies that no vertex \(u \in T\) is \(P\)-covered by more than one member of \(D_a\) (if it were covered by two, the one farther from \(u\) would cover the one closer to \(u\)). Since the average number of vertices covered by a vertex \(v \in D_a\) is at least \(w(T')/2\), and each vertex is covered at most once,

\[
|D_a| = p(T') \leq \frac{2n}{w(T')/2}.
\]

\(\blacksquare\)

**Step 3: Cleaning Up**

Once \(p(T')\) has become sufficiently small, the robot can finish its task by brute force. Specifically, assume that it is currently located at an origin \(a\) in \(T'\). For each pair of vertices \(v, v' \in D_a\), define their shortest distinguishing path to be the shortest path \(Q\) such that it is possible to traverse \(Q\) starting from \(v\) but not from \(v'\) (or vice versa). (This is the least one has to travel to tell \(v\) from \(v'\).)

In Step 3, the robot iteratively applies the following strategy. Over all \(v, v' \in D_a\), it chooses the pair with the distinguishing path of minimum length. By following this path, the robot will be able to eliminate either \(v\) or \(v'\) from \(D_a\), and perhaps both. Meanwhile, the optimal off-line algorithm must travel at least this far, since there is no way to eliminate even a single vertex from \(D_a\) otherwise. The robot then returns to \(a\) and begins the next iteration. As there are at most \(p(T') - 1\) such iterations, we have proved

**Lemma 7** In Step 3, the robot travels no more than \(2p(T') - 2\) times the length of the optimal solution.

**The Global Structure**

Finally, we give an absolute bound on the competitive ratio, using the lemmas above. It is important to note, first of all, that a variation of the tree constructed in Section 4 shows that the algorithm which uses only Steps 1 and 3 (i.e., Step 1 until \(p(T') \leq b(T')\)) is no better than \(O(n)\)-competitive. But introducing the option of Step 2 prevents the initial period of spiral search from going on for too long. The crucial fact is the following.

**Lemma 8** By the time \(b(T')\) exceeds \(n^{2/3}\), the robot will have stopped executing Step 1.

**Proof.** For \(a \in T'\) and \(v \in D_a\), let \(w_{a,v}(T')\) denote the cardinality of \(D_a \cap Y_{a,v}(T')\) — that is, the number of origins in \(D_a\) covered if \(T'\) is placed so that \(a\) corresponds to \(v \in T\). To prove the lemma, it is sufficient to show that if both \(b(T')\) and \(p(T')\) are greater than \(n^{2/3}\), then some \(w_{a,v}(T')\) is at least \(n^{1/3}\).

For a given \(v \in T\), let \(E_v = \{a : v \in D_a\}\) and \(\epsilon_v = |E_v|\). Thus,

\[
\sum_{v \in V} \epsilon_v = b(T')p(T').
\]

Now let us compute the sum \(S\) of \(w_{a,v}(T')\) over all pairs \((a, v)\) with \(v \in D_a\). Fix such a pair \((a, v)\); it contributes once to \(w_{a,v}(T')\), and for every other \(\beta \in E_v\) there is a \(u \in T\) such that it contributes once to \(w_{a,u}(T')\). Thus \((a, v)\) contributes a total of \(\epsilon_v\) to the sum \(S\), and hence

\[
S = \sum_{a,v} w_{a,v}(T') = \sum_v \epsilon_v^2.
\]

Since \(T\) has \(n\) branch-vertices, this value is minimized by setting each \(\epsilon_v\) equal to

\[
\frac{1}{n} \sum_v \epsilon_v = \frac{1}{n}b(T')p(T')
\]

and thus

\[
\sum_{a,v} w_{a,v}(T') = \sum_v \epsilon_v^2 \geq \frac{n}{1^2}b(T')^2p(T')^2 = \frac{1}{n}b(T')^2p(T')^2.
\]

By the pigeonhole principle, applied to the \(b(T')p(T')\) choices for \((a, v)\) with \(v \in D_a\), there is some pair \((a, v)\) for which

\[
w_{a,v}(T') \geq \frac{1}{n}b(T')p(T') \geq n^{1/3},
\]

as desired. \(\blacksquare\)

First suppose the robot goes directly from Step 1 to Step 3. When this transition happens, \(b(T') \leq n^{2/3}\) and \(p(T') \leq n^{2/3}\), so by Lemmas 2 and 7, it travels at most \(O(n^{2/3})\) times the length of the optimal solution.
Otherwise, the robot goes from Step 1 to Step 2, the transition occurring when \( b(T') \) and \( n/w(T') \) are at most \( n^{2/3} \). Thus by Lemmas 2 and 5, it travels at most \( O(n^{2/3}) \) times too far in Steps 1 and 2. Now, Lemma 6 implies that it will begin Step 3 with \( p(T') \leq 2n^{2/3} \), so by Lemma 7, it travels only \( O(n^{2/3}) \) times too far in Step 3 as well. As these are the only two cases, this completes the proof of Theorem 1.

3 The Algorithm for Rectangles

Again, to keep complications related to visibility to a minimum, we work with a rectangle packing \([2, 3, 6, 20]\), as defined earlier. By a vertex of the environment, we will mean a corner of some rectangle. So in the spirit of the previous section, one could picture a planar graph embedded in the two-dimensional integer grid, all of whose bounded faces are rectangles.

The algorithm for the case of rectangular obstacles is very similar to the one for trees; the main difference is the lack of an analogue to Lemma 3 to provide the robot with an obvious critical path to explore. As a result, the transition from Step 1 to Step 2 cannot happen as early as in the algorithm of Section 2; rather, the robot waits until the spiral-search branching factor becomes too large, and then begins exploring several critical paths in succession. As before, the algorithm that uses only Steps 1 and 3 is no better than \( O(n) \)-competitive.

Let \( \lambda(n) = \sqrt{\log n / \log \log n} \). The set of \( n \) rectangles will be denoted \( R \), and the current search region \( R' \). \( b(R') \) will now simply be a measure of the number of rectangles in \( R' \) (including partial rectangles). Other notation is as before. The global structure of the algorithm is as follows.

Initially \( b(R') = 1, \ p(R') = O(n) \).
While \( b(R') \leq \frac{n}{\lambda(n)} \) execute Step 1
While \( p(R') > \frac{4n}{\lambda(n)} \) execute Step 2
Execute Step 3

Step 1: Restricted Spiral Search

For \( j = 0, 1, 2, \ldots, \), the robot iteratively explores all parts of the environment that are within a distance of \( 2^j \) of its starting point \( \gamma_0 \). In order to implement this, the robot must know the shortest-path distance from \( \gamma_0 \) to each point as it reaches it; fortunately, there is a "compact search" subroutine due to Betke, Rivest, and Singh \([3]\) which accomplishes just this. Thus Step 1 will proceed as follows. For successive values of \( 2^j \) \( (j = 0, 1, 2, \ldots) \) the robot explores all points within \( 2^j \) of \( Z(\gamma_0) \). We implement stage \( j \) of this process using a simple modification of the compact search algorithm of \([3]\) — the robot turns back when it is about to move more than \( 2^j \) from \( \gamma_0 \).

Lemma 9 At the end of Step 1, the robot has traveled \( O(b(R')) \) times the length of the optimal solution.

Proof. The main result of \([3]\) is that the robot will travel at most \( 10 \) times the total length of all edges in the region searched. In stage \( j \), each rectangle has perimeter at most \( 4 \cdot 2^j \) and there are at most \( b(R') \) rectangles; thus the robot travels at most \( 40b(R') \cdot 2^j \). Summing over all stages, the distance traveled is at most \( 80r(R')b(R') \); meanwhile, the optimal solution has length at least \( r(R')/2 \).

Step 2: Extending Multiple Critical Paths

Let \( c(R') \) denote the quantity

\[
\min_{\alpha \in R'} \min_{\{v, v' \in D_{\alpha}\}} d_R(v, v').
\]

That is, \( c(R') \) is the smallest distance between two vertices in \( R \) corresponding to the same vertex in \( R' \). Let \( P \) denote the polygonal path from \( v \) to \( v' \). As in Section 2, the robot, starting from \( Z(\alpha) \), tries to follow as many copies of \( P \) in succession as possible. After this, \( c(R') \) and the values of \( v, v' \) are updated, and the robot iterates. Step 2 comes to an end when \( p(R') \) gets down to \( \frac{d_0}{\lambda(n)} \).

To bound the distance traveled in Step 2, we first prove a combinatorial lemma about trees with edge lengths. Let \( \tau \) be a tree with \( m \) vertices and maximum degree \( \Delta \), and let \( r \) be a length function on its edges. If \( v \) is a vertex of \( \tau \), \( B_d(v) \) will denote the set of all vertices within distance \( d \) of \( v \) and \( rad(\tau) \) will denote, as usual, the smallest \( d \) such that there exists a \( v \) with \( \tau \subset B_d(v) \).

Lemma 10 There exists a vertex \( v^* \) of \( \tau \) for which

\[
|B_{rad(\tau)}(v^*)| \geq \frac{\log m}{\Delta}.
\]

Proof. Let \( u \) be a vertex of \( \tau \) that realizes the radius; that is, \( B_{rad(\tau)}(u) \supset \tau \). For \( i = 1, \ldots, \lambda(m)^2 \), let \( \tau_i \) denote the set of all vertices in \( \tau \) whose distance from
$u$ is at most \( \frac{i}{\lambda(m)^2} \cdot \text{rad}(\tau) \), and \( m_i = |T_i| \). Setting \( m_0 = 1 \), we know that
\[
\prod_{i=1}^{\lambda(m)^2} \frac{m_i}{m_{i-1}} = m
\]
so by the pigeonhole principle there is some \( j \) for which \( \frac{m_j}{m_{j-1}} \geq \log m \).

Consider cutting off the tree at distance \( \frac{1}{\lambda(m)^2} \cdot \text{rad}(\tau) \) from \( u \), and let \( e_1, \ldots, e_s \) be the edges that cross this boundary. Since \( T \) has maximum degree \( \Delta \), and there are only \( m_j \) vertices in \( T_j \), we have \( s \leq \Delta m_j \); now, since \( m_{j+1} \geq m_j \log m \), one of the subtrees below some \( e_k \) has at least \( \log m/\Delta \) vertices in \( T_{j+1} - T_j \). Thus we can let the vertex in the subtree below \( e_k \) which is closest to \( u \) be \( v^* \) in the statement of the lemma. 

**Lemma 11** In Step 2, the robot travels at most \( O(\frac{n}{\lambda(n)^2}) \) times the length of the optimal solution.

**Proof.** Consider building a shortest-paths tree, rooted at \( \gamma_0 \), on the vertices of the search region \( R' \). (Note that we can build such a tree since we used a compact search algorithm in Step 1.) This tree has maximum degree four (since the obstacles are rectangles), so, applying Lemma 10, there is some vertex \( a^* \) with at least \( \frac{1}{4}(\log n - \log \lambda(n)) \) vertices within a radius \( \frac{r(R')}{\lambda(n)^2} \).

Now suppose that there are not two vertices \( v, v' \in D_{a^*} \) for which
\[
d_R(v, v') \leq \frac{2r(R')}{\lambda(n)^2}.
\]

Then we could pack into \( R \) a collection of disjoint balls of radius \( \frac{r(R')}{\lambda(n)^2} \), each of which contains at most one member of \( D_{a^*} \) and at least \( \frac{1}{4}(\log n - \log \lambda(n)) \) vertices of \( R \). But this would imply
\[
|D_{a^*}| = p(R') \leq \frac{4n}{\log n - \log \lambda(n)} \leq \frac{4n}{\lambda(n)}
\]
and thus the robot would not execute Step 2 at all.

Thus we have shown that as long as \( b(R') \geq \frac{n}{\lambda(n)^2} \) and \( p(R') \geq \frac{4n}{\lambda(n)^2} \), there will be vertices \( v, v' \in D_{a^*} \) satisfying Equation (1). As before, let \( P \) denote the polygonal path from \( v \) to \( v' \), and suppose that the robot traverses \( P^s \) beginning at \( Z(a^*) \) but is not able to traverse \( P^{s+1} \). We will call this a short iteration if \( s \leq \lambda(n) \), and a long iteration otherwise. Observe that a short iteration eliminates at least one of \( v, v' \) from \( D_{a^*} \), so there are at most \( n \) short iterations. Also, the length of \( P \) is at most \( \frac{2r(R')}{\lambda(n)^2} \), so the robot travels at most \( \frac{4r(R')}{\lambda(n)^2} \) in one such iteration, for a total distance of at most \( \frac{4n}{\lambda(n)} \cdot r(R') \) in all short iterations.

Now we claim that there can be at most one long iteration in Step 2. Indeed, at the end of such an iteration each \( v \in D_{a^*} \) is covered at least \( \lambda(n) \) vertices, so by arguments strictly analogous to those in the proof of Lemma 6, there can be at most \( \frac{4n}{\lambda(n)^2} \) vertices in \( D_{a^*} \). Thus, Step 2 will come to an end after the first long iteration. Moreover, \( s \) is always at most \( n \), so the robot will travel at most \( \frac{4n}{\lambda(n)^2} \cdot r(R') \) in this iteration.

As the length of the optimal solution is at least \( r(R')/2 \), the bound follows. 

**Step 3** is implemented just as before. Thus, by Lemmas 9, 11, and the analogue of Lemma 7 for rectangles, we have

**Theorem 2** The above algorithm is \( O(\frac{n}{\lambda(n)^2}) \) - competitive for localization in an environment of \( n \) rectangles.

4 Lower Bounds

Here we give an \( n \)-leaf tree embedded in the plane, for which no on-line localization algorithm (deterministic or randomized) can be better than \( \Omega(\sqrt{n}) \) - competitive. The same construction can be modified to give an \( \Omega(\sqrt{n}) \) lower bound for rectangle packings; the details are left to the reader. The tree \( T_b \) is shown in Figure 3; it consists of a path \( \Pi \) of length \( n \), with a path growing north from each vertex. All paths but the middle one have length \( h \); the middle one has length \( h+1 \) (the value of \( h \) will be fixed later). Observe that \( T_b \) indeed has \( n \) leaves; and the key observation is that the robot cannot localize until it has reached one end of \( \Pi \), or traversed the middle path.

First we argue that if \( h = \lfloor \sqrt{n} \rfloor \), then no deterministic algorithm on \( T_b \) can be better than \( \Omega(\sqrt{n}) \) - competitive. Let \( v_1, \ldots, v_h \) be the vertices of \( \Pi \) that
lie between $h$ and $2h$ steps to the west of the entrance to the middle path. We place the robot at one of these vertices, such that it will traverse all the $h$ other possible north-leading paths before finding the middle one. Thus, it will travel at least $h^2 \geq n - 2\sqrt{n}$ before finding the end of the middle path; to reach either end of $\Pi$, it must travel at least $n/2 - 2\sqrt{n}$. Either way this is a distance of $\Omega(n)$. Meanwhile, the offline adversary need walk a distance of at most $3\sqrt{n}$ to reach the end of the middle path. It is easy to adapt these arguments to obtain an $\Omega(\sqrt{n})$ lower bound for randomized algorithms, though, with a somewhat smaller constant.

It is important to note, however, that one cannot improve this lower bound by varying the value of $h$. Assume the robot starts somewhere on the path $\Pi$, a distance $d$ from the entrance to the middle path (if it starts elsewhere, the arguments are essentially the same). If $h < \sqrt{n}$, then the robot can apply the two-way spiral search algorithm, traveling all the way up each new path it encounters. This algorithm is $O(h)$-competitive. And if $h \geq \sqrt{n}$, then the adversary must travel at least a distance of $\sqrt{n}$ to localize, so the robot can ignore all the north-leading paths and simply apply the two-way spiral search algorithm to the path $\Pi$ until the nearer end is reached, traveling a distance $O(n)$.

Finally, observe that this tree with $h = n$ shows that the algorithm which (in the terminology of the previous two sections) uses only Steps 1 and 3, without making use of Step 2, is no better than $O(n)$-competitive.

5 Placing Unique Landmarks

Until now, we have been considering the “drop-off” version of the problem [22], in which the robot is placed in an environment with very little starting information. But another situation in which localization arises is that of a robot which must repeatedly perform tasks in the same environment, and must begin by determining its current location. In such situations, it is useful to place $k$ unique landmarks in the environment, so that the robot immediately knows where it is upon encountering one of them. It is not difficult to make these notions precise in our model. Let us simply say that a $k$-marking of the environment $E$ is a function $\mu$ from the vertices of the environment to the set $\{0, 1, \ldots, k\}$; exactly one vertex gets each value $j = 1, \ldots, k$, and the rest get the value 0. Each time the robot visits a vertex $v$, it can determine the value $\mu(v)$. The goal here is to give a $k$-marking of $E$ and an accompanying localization algorithm with the lowest possible competitive ratio.

The problem of placing $k$ landmarks optimally in a given environment appears to be difficult, and we leave it as an open question. Here, we consider statements that can be made in general for trees and rectangles.

Proposition 1 For each tree $T$, there is a $k$-marking and a localization algorithm which is $O(\frac{k}{n})$-competitive.

Proof. This is not difficult to prove directly, and using a lemma from [17], we can actually prove the stronger statement that there is, in effect, a single marking which works for all $k$. Specifically, it is proved in [17] that there is a numbering $\psi$ of the $n$ vertices of $T$ (i.e., a bijection from $V$ to $\{1, \ldots, n\}$) so that for each $k$, the removal of the vertices numbered 1 through $k$ results in a forest in which no component has more than $\frac{2n}{k}$ vertices.

Given $\psi$, we define the $k$-marking $\mu_k$ in the natural way:

$$
\mu_k(v) = \begin{cases} 
\psi(v) & \text{if } 1 \leq \psi(v) \leq k \\
0 & \text{otherwise}
\end{cases}
$$

Given this marking, the localization algorithm is rather subtle: the robot performs spiral search until $p(T')$ decreases to 1 or it reaches a landmark (at which point $p(T')$ immediately equals 1). Since it is traveling in a component with at most $\frac{2n}{k}$ vertices, $h(T')$ will never exceed $\frac{2n}{k}$, and the result follows. ■

For rectangular obstacles, we prove a similar trade-off non-constructively.

Proposition 2 For each environment $R$ of $n$ rectangles, there is a $k$-marking and a localization algorithm which is $O(\frac{\log n}{k})$-competitive.

Proof. Note that the statement is trivially true if $k$ is not at least $\Omega(\log n)$, so we will assume that it is in what follows. Also, we only consider markings in which landmarks are placed at all four corners of $k/4$ rectangles. Thus, by abuse of notation, we will also speak of $\mu(R_i)$, where $R_i$ is a rectangle. The localization algorithm will simply be to perform spiral search as in Step 1 of Section 3 until $p(T')$ decreases to 1 or a landmark is reached (at which point $p(R')$ decreases to 1 immediately). To prove the stated bound, we must show that for some marking $\mu$, the robot will travel no more than $O(\frac{\log n}{k})$ times the length of the optimal solution, regardless of its starting position.

In fact, we claim that if $\mu$ is constructed by randomly marking $k/4$ rectangles, it will have this property with high probability. To prove this, we define a
numbering $v_i$ of the rectangles for each of the $4n$ vertices in the environment: $v_i$ will tell the order in which the rectangles are encountered when the spiral search algorithm is performed beginning at $v$ (i.e. $v_i(R_i) - 1$ rectangles are encountered before rectangle $R_i$, starting from $v$). Say that $\mu$ has Property $\Psi$ if

$$\forall v \exists R_i: \mu(R_i) > 0 \text{ and } v_i(R_i) \leq \frac{8\ln n}{k}.$$  

The probability that $\mu$ fails to have Property $\Psi$ for a single vertex $v$ is at most $(1 - \frac{8\ln n}{k})^n \leq e^{-2\ln n} = \frac{1}{n^2}$ and so the probability that $\mu$ fails to have Property $\Psi$ for any vertex is at most $\frac{1}{n}$.

So consider a marking $\mu$ which does have Property $\Psi$. Regardless of the robot’s starting location, it will encounter a landmark by the time $b(R')$ reaches $\frac{8\ln n}{k}$; the result now follows from Lemma 9.

6 Conclusion and Open Problems

We have presented the first competitive analysis of the localization problem for mobile robots, and have given algorithms which improve asymptotically on the spiral search technique. As noted earlier, the building blocks of these algorithms are quite natural, and we believe that they provide some insight into the structure of the localization problem. There are a number of interesting questions left open by this work; two natural directions for further work are to narrow the gaps between the upper and lower bounds, and to determine the algorithmic complexity of placing landmarks optimally in an environment.
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Let $S$ denote $T(r, y, z)$. Let us suppose by induction that the claim holds for all examples in which the total number of edges in $P$ and $Q$ together is smaller than in $S$ (note that the result clearly holds when $P$ and $Q$ each consists of a single edge). We consider three separate cases, based on the number of leaves in $S$.

**Case 1:** $S$ has two leaves; suppose that these are $r$ and $z$ (other cases are similar). Then since $S$ has no branch-vertices in this case, the polygonal paths $PQ$ and $QP$ are congruent. It is straightforward to show that this implies $PQ$ is a periodic path.

**Case 2:** $S$ has three leaves. This is actually impossible; suppose that $x, y,$ and $z$ are all leaves (other cases are symmetric). Then since $x$ is a leaf, $P^{-1}$ and $Q$ have the same initial direction; since $z$ is a leaf, $P^{-1}$ and $Q^{-1}$ have the same initial direction; and since $y$ is a leaf, $P$ and $Q^{-1}$ have the same initial direction. Thus $P$ and $Q$ have the same initial direction, which implies that $x$ must be a leaf.

**Case 3:** $S$ has four leaves. Then $P$, $Q$, $P^{-1}$, and $Q^{-1}$ all have the same initial direction. We eliminate the shortest of these four initial edges, and shorten the other three initial edges by the same amount. In this way, we have an example $S'$ with one fewer edge in $P$ or $Q$, so the claim holds for $S'$. This in turn implies that $S$ is a comb tree.

**Proof of Claim 2.** If all triples form periodic paths, then clearly $T(U)$ is a periodic path. So suppose $T(x, y, z)$ is a comb tree. Then since $T(x, y, z)$ has the same direction at both ends, $T(x, y, z')$ must be a comb tree for all $z' \in U$. Now if $T(x, p, q)$ is a periodic path, then $T(x, p)$ cannot have the same initial direction at both ends; thus $T(x, p, q')$ is a periodic path for all $q' \in U$. From this it follows that if any triple constitutes a comb tree, then all triples do. Also, we can conclude that all vertices are leaves in $T(U)$.

Next, observe that for all $z, z' \in U$, $x$ has the same support point in $T(x, y, z)$ and $T(x, y, z')$ (it is simply the maximal sequence of line segments which is the same at the beginning and end of $T(x, y)$). Thus, it has the same support point in all comb trees. Now we can conclude that all the vertices in $U$ have disjoint congruent paths joining them to the rest of $T(U)$. Deleting these paths, we obtain $|U|$ support points joined by a collection of periodic paths. Thus, $T(U)$ is a comb tree.

**Appendix**

**Proof of Claim 1.** Let $S$ denote $T(r, x, y, z)$, $P$ denote the polygonal path $T(r, x) \simeq T(y, z)$, and $Q$ denote $T(r, y) \simeq T(x, z)$. Let us suppose by induction that the claim holds for all examples in which the total number of edges in $P$ and $Q$ together is smaller than in $S$ (note that the result clearly holds when $P$ and $Q$ each consists of a single edge). We consider three separate cases, based on the number of leaves in $S$.

**Case 1:** $S$ has two leaves; suppose that these are $r$ and $z$ (other cases are similar). Then since $S$ has no branch-vertices in this case, the polygonal paths $PQ$ and $QP$ are congruent. It is straightforward to show that this implies $PQ$ is a periodic path.

**Case 2:** $S$ has three leaves. This is actually impossible; suppose that $x, y,$ and $z$ are all leaves (other cases are symmetric). Then since $x$ is a leaf, $P^{-1}$ and $Q$ have the same initial direction; since $z$ is a leaf, $P^{-1}$ and $Q^{-1}$ have the same initial direction; and since $y$ is a leaf, $P$ and $Q^{-1}$ have the same initial direction. Thus $P$ and $Q$ have the same initial direction, which implies that $x$ must be a leaf.

**Case 3:** $S$ has four leaves. Then $P$, $Q$, $P^{-1}$, and $Q^{-1}$ all have the same initial direction. We eliminate the shortest of these four initial edges, and shorten the other three initial edges by the same amount. In this way, we have an example $S'$ with one fewer edge in $P$ or $Q$, so the claim holds for $S'$. This in turn implies that $S$ is a comb tree.

**Proof of Claim 2.** If all triples form periodic paths, then clearly $T(U)$ is a periodic path. So suppose $T(x, y, z)$ is a comb tree. Then since $T(x, y, z)$ has the same direction at both ends, $T(x, y, z')$ must be a comb tree for all $z' \in U$. Now if $T(x, p, q)$ is a periodic path, then $T(x, p)$ cannot have the same initial direction at both ends; thus $T(x, p, q')$ is a periodic path for all $q' \in U$. From this it follows that if any triple constitutes a comb tree, then all triples do. Also, we can conclude that all vertices are leaves in $T(U)$.

Next, observe that for all $z, z' \in U$, $x$ has the same support point in $T(x, y, z)$ and $T(x, y, z')$ (it is simply the maximal sequence of line segments which is the same at the beginning and end of $T(x, y)$). Thus, it has the same support point in all comb trees. Now we can conclude that all the vertices in $U$ have disjoint congruent paths joining them to the rest of $T(U)$. Deleting these paths, we obtain $|U|$ support points joined by a collection of periodic paths. Thus, $T(U)$ is a comb tree.