Abstract

Organizations developing software intensive defense systems are today faced with a number of challenges related to characteristics of both the marketplace and the system domain:

1. Systems grow ever more complex, consisting of tightly integrated mechanical, electrical/electronic and software components.
2. Systems are often developed in short series; ranging from only a few to a few hundred units.
3. Systems have very long life spans, typically 30 years or longer.
4. Systems are developed with high commonality between different customers; however systems are always customized for specific needs.

The goal of the research presented in this thesis is to investigate methods and tools to enable efficient development and maintenance of systems in such a context. The strategy adopted in this work is to utilize the forth system characteristic, high commonality, to achieve this.

One approach to software reuse, which could be a potential solution as it enables reuse of common parts but at the same time allow for variations, is known as software product line development. The basic idea of this approach is to use domain knowledge to identify common parts within a family of related products and to separate them from the differences between the products. The commonalities are then used to create a product platform that can be used as a common baseline for all products within such a product family.

The main contribution of this licentiate thesis is a product line use case modeling approach tailored towards organizations developing software intensive defense systems. We describe how a common and complete use case model can be developed and maintained for a whole family of products, and how the variations within such a family are modeled using a feature model. Concrete use case models, for particular products within a family, can then be generated by selecting features from a feature model. We furthermore describe extensions to the commercial requirements management tool Telelogic DOORS and the UML modeling tool IBM-Rational Rose to support the proposed approach. The approach was applied and evaluated in an industrial case study in the target domain. Based on the collected case study data we draw the conclusion that the approach performs better than modeling according to the styles and guidelines specified by the IBM-Rational Unified Process (RUP) in the current industrial context. The results however also indicate that for the approach to be successfully applied, stronger configuration management and product planning functions than traditionally found in RUP projects are needed.
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1 Thesis Introduction

1.1 Background and Motivation

Organizations developing software intensive defense systems are today faced with a number challenges. These challenges, which are related to characteristics of both the market place and the system domain, include:

1. Systems grow ever more complex, consisting of tightly integrated mechanical, electrical/electronic and software components. This implies that strong means of communication between different engineering disciplines are important to achieve efficient development.

2. Systems are often developed in short series; ranging from a few to a few hundred units. This implies that it is important to achieve efficient development, since development costs are carried by only a few units.

3. Systems have very long life spans, typically 30 years or longer. This implies that it is important to develop high quality systems, and to achieve effective maintenance of these systems once developed.

4. Systems are developed with high commonality between different customers; however systems are always customized for specific needs. This implies that there is potential for high levels of reuse of development efforts between different customer projects.

1.2 Research Question

The research presented in this thesis is intended to address some of the complexity related to development and maintenance of systems such as those described above.

The research question investigated in this licentiate thesis is:

What methods and tools are needed to enable effective development and maintenance of complex and long-lived software intensive systems?

1.3 Research Context

The work presented in this licentiate thesis is financed by, and performed in collaboration with, Land Systems Hägglunds AB. Land Systems Hägglunds, which is part of the Land Systems division of BAE Systems, is a leading developer and manufacturer of combat vehicles, all terrain vehicles and a supplier of various turret systems.

To address some of the complexity related to the development of such systems (as discussed in section 1.1), Land System Hägglunds has a systems engineering [31] team which is responsible for system-wide technical issues (see Fig. 1). Systems
Engineering is an interdisciplinary approach to enable the realization of complex systems [30]. Its focus is on defining stakeholder needs and required functionality early in the development cycle and to synthesis an overall system design that captures those requirements from a total life-cycle perspective (see Fig. 2).

**Fig. 1:** A partial view of Land Systems Hägglunds organization.

Land Systems Hägglunds develops software according to a tailored version of the IBM-Rational Unified Process (RUP) [48]. RUP, which is widely used in industry, is a specific and detailed version of the more general Unified Software Development Process (USDP) [40]. RUP will be further discussed in section 5.

System development projects at Land Systems Hägglunds are often constrained by different types of standards prescribed by acquisition organizations (customers). These standards typically prescribe certain artifacts to be developed and certain processes to be executed. The organization is also certified according to the ISO 9001 [32] standard.

**Fig. 2:** The Systems Engineering Process [30].
1.4 Research Hypothesis

The strategy adopted in this work was to take advantage of the forth system characteristic described in section 1.1 (high commonality) to enable effective development and maintenance of systems in the target domain. One approach to software reuse, which could be a potential solution that utilizes this characteristic, is known as software product line development. The basic idea of this approach is to use domain knowledge to identify common parts within a family of related products and to separate them from the differences between the products. The commonalities are then used to create a product platform that can be used as a common baseline for all products within the product family.

The research hypothesis on which the work presented in this thesis is based on is therefore:

*Adopting a software product line development approach enables effective development and maintenance of complex and long-lived software intensive systems.*

A formal capability assessment of Land Systems Hägglunds in accordance with the ISO/IEC 15504 standard (SPICE) [33,34,35,36,37], revealed system- and software requirements engineering to be important areas on which to focus process improvement efforts [51]. A decision was therefore made to investigate if software product line development could be introduced in the organization using a requirements-based approach.

1.5 Thesis Outline

The remainder of this thesis is structured as follows: Section 2 describes the research method adopted in this work. Section 3, 4 and 5 provides introductions to software product line development, requirements engineering and RUP respectively. Section 6 presents the main contribution of this thesis, an approach to software product line use case modeling. Section 7 summarizes the thesis contributions and section 8 presents some ongoing and future work in the area.

2 Research Method

An “Industry-as-laboratory” [62] (see Fig. 3) approach was chosen for this work. The motivation for this was to allow for frequent exchange of information from the problem domain (industry) to the academic domain and back.
Fig. 3: The “Industry-as-laboratory” approach [62].

The industry-as-laboratory approach was applied as illustrated in Fig. 4, where industry expresses the initial research problem. This problem is then analyzed by academia, and a solution to the problem is proposed. Industry then executes one or more pilot projects where the proposal is applied in the problem domain. Academia supports this activity by training personnel in new methods and tools, and by assuming a mentoring role during pilots.

In parallel to, and after these pilots, academia collects data to enable an empirical evaluation of the proposal. This data is typically of qualitative type. Since qualitative data is richer than quantitative data [66], it is often a better choice when gathered from only one or a few pilot projects. Example sources of such qualitative data are document analysis, participant observation, questionnaires, and interviews [50].

Based on the empirical evaluation, a decision is made to either refine/reject the proposal or to institutionalize the change and move on to other research problems. If a decision is made to refine or reject the proposal, the process returns to the problem analysis activity which is then followed by new proposals and new pilots. If a decision is made to institutionalize the change, industry will incorporate the proposal in its quality system and also apply it in future projects. This enables academia to perform follow-up studies on a larger set of projects. Evaluating proposals in such a setting typically involves collection of quantitative data. Example sources of such data are surveys, and metrics from both historical (pre-change) and new (post-change) projects.
One risk associated with this research strategy is the close involvement of the research team with the development teams. This confounding factor\(^4\) may affect the internal validity of any empirical evaluations performed. It is therefore important to take this fact into consideration during data analysis. To minimize the effect of other confounding factors it is also important that pilots are staffed using normal procedures, subjects are given adequate training, and that subjects have sufficient experience of the new technology prior to pilots [44].

\[\text{Fig. 4: An overview of the applied research approach.}\]

3 Software Product Lines

Over the last few years a new\(^5\) approach to software reuse has gained considerable attention both by industry and academia. This approach is known as software product line development and it supports large-grained (architecture level) intra-organization reuse. Software product line\(^6\) development is an approach to gain organizational benefits by exploiting commonalities between a set of related products that address a particular market segment. The basic idea of the software product line approach is to

---

\(^4\) A confounding factor is one that can not properly be distinguished from another factor measured in a study [45].

\(^5\) The basic concepts were actually presented already in the seventies by David Parnas [61].

\(^6\) A number of software product line development methods have been proposed in the literature. Surveys of the most important ones can be found in [71] and [25].
use domain knowledge to identify and separate common parts among a family of products from the differences between the products. The commonalities are used to create a product platform that can be used as a common baseline for all products within a product family. Studies have shown that organizations can yield considerable improvements in productivity, time to market, product quality and customer satisfaction by applying this approach [12,13,15].

In this work the term Product Line or Product Family is used to denote [15]:
“a set of software-intensive systems sharing a common set of features that satisfy the specific needs of a particular market or mission and that are developed from a common set of core assets in a prescribed way”.

The term Core Assets or Platform is used to denote the reuse repository of a product line. These software product line core assets include, not only software components, but also often architecture, requirements, documentation, schedules, budgets, test plans, test cases, etc. [58].

3.1 Reuse

The main purpose with software reuse is to improve software quality and productivity, and thereby maximize a software development organizations profit [25]. The software engineering community has had long-standing high hopes that software reuse would be the answer to the “software crisis”. A number of software reuse approaches have been presented over the years. One example of such an approach is the object oriented programming paradigm (OOP). OOP supports software reuse by techniques known as polymorphism, encapsulation and inheritance [22]. These techniques help the developer in producing highly modular and to some extent reusable code. Much research has also been done on reuse libraries [25]. The basic idea of such traditional software reuse approaches is that organizations create repositories where the outputs of practically all development efforts are stored. These repositories would typically contain components, modules and algorithms that developers are then urged to use. Unfortunately, it usually takes longer to find the desired functionality and adapting it to current needs than it would to build it anew [12]. The typical programmer solution to this problem is to ignore the legacy and build most of the software from scratch. Traditional techniques, which support so called small-grained reuse, have therefore proved ineffective when trying to address the software crisis in practice [12].

Another and more effective approach to software reuse is known as the “clone and own” approach [15]. When a new product project is initiated using this approach, the development team tries to find another product within the organization that resembles the current product as much as possible. The organization then copies (clones) all

---

7 See [26] for more information regarding the ‘software crisis’.
8 See [55] for more information regarding research on reuse libraries.
9 Also known as ‘code salvation’ or ‘code scavenging’ (see [22,12]).
10 One exception is the “Japanese Software Factories” approach, which proved very successful in the 1970’s and 1980’s. The main weakness of this approach was however that it had too much focus on process improvement, and not enough support for product innovation [17].
project artifacts, and modify and add whatever needed to launch the new product. This approach can yield considerable savings compared to developing all products from scratch. One drawback with the clone-and-own approach is however inefficient maintenance. When “cloning” an existing product to create a new product, its maintenance trajectory is split into two separate paths. This could lead to considerable additional maintenance costs for the common parts of the products over their lifespan.

Software product lines are about strategic reuse, this means that software product lines are as much about business practices as they are about technical practices [58]. Adopting a software product line approach requires a shift in mind for an organization. An organization must move from developing single products to developing product families. During analysis several related products are envisioned together and a design that can capture the requirements of the whole family must be developed. This means that everything is developed with reuse (within the family) in mind. This in turn implies that the effort needed for customization of the reusable assets to fit a new system is largely reduced compared to traditional reuse approaches. Another benefit of software product line development compared to traditional reuse is maintenance. In software product line development, products are built on a common platform and maintenance costs of the platform can be shared by all products using the platform.

3.2 Product Line Management

As illustrated in Fig. 5 and Fig. 6, development in a software product line organization can be divided into two main activities, Domain engineering and Application engineering:

- The purpose of the domain engineering activity is to develop the product line reusable core assets. The goal of this core asset development is to provide a production capability for products [58]. Together with these core assets, some sort of production plan [15] is also developed. The purpose of a production plan is to describe how products are to be built from a core asset. For example by describing how specific tools are to be applied in order to use, tailor and evolve assets.

- The purpose of the application engineering activity is to generate new applications utilizing the assets developed by domain engineering. The main input to this activity, besides from core assets and production plans, is product requirements.

As discussed above, in software product lines, reuse is planned, enabled and enforced [15]. This implies that management is an integral part of any successful product line effort. Both technical (project) and organizational management must be strongly committed to the product line effort [58]. Technical management oversees core asset development and enforces use of the core assets by product development teams. Organizational management must set necessary organizational structures, such as funding models, in place to ensure the evolution of core assets.
3.3 Essential Artifacts

As illustrated in Fig. 6, some of the key artifacts of a product line are its requirements, its architecture and its components. However, compared to single system development, a few differences exist in these product line artifacts:

- **Product line requirements** span several products. This means that some of these product-line-wide requirements must be written with variation points to be able to capture variations between individual products within a product line. Mannion classifies product line requirements to be “Non-reusable”, “Directly reusable”, “Variable” (see Fig. 7) or “Obsolete” [53].

- **Product line architectures** define a set of explicitly allowed variations that represent the individual products that can be built within a product line. In conventional software architectures, almost any variation is allowed as long as the product requirements are fulfilled. It is also the product line architectures’ responsibility to provide the necessary mechanisms to implement these variations [15]. A number of variability mechanisms (see for example [68,70]), and product line architecture design methods (see for example COPA [4], FAST [75], FORM [43], KobrA [5] and QADA [57]) can be found in the literature.

- **Product lines components** can either be a part of the core assets, or they can be developed for product specific reasons. Even though software product line development employ a form of component-based development [69], a few differences exist compared to the view of components in other settings. For example:

---

11 Further discussion of these methods is not within scope of this thesis, a summary and comparison of these methods can be found in [54].
- Product line components are typically not independently deployed. Product line components are assembled in a prescribed way specified by their production plans and the product line architecture [15].

- Product line components implement variability mechanisms specified by the product line architecture [12]. Fig. 8 shows an overview of the activities and artifacts leading up to component design and implementation in a software product line context.

Fig. 6: The ESAPS reference process [72].

Fig. 7: An example of a variable (parameterized) requirement [53].

Fig. 8: Activities and deliverables in software product line component development [12].
4 Requirements Engineering

Software requirements engineering involves activities such as discovering, documenting and maintaining a set of requirements for a computer based system [67]. The purpose of the requirements engineering activities in a software project is to describe precisely what to build without describing how to build it. This seems like a simple task, however in large complex software projects, requirements are often considered to be the biggest software engineering challenge [24]. System/Software requirements can be divided into two main categories [67]:

- **Functional requirements**, which describe what the system should do.
- **Non-functional requirements**\(^{12}\), which place constraints on how functional requirements are implemented.

One problem in requirements engineering is that requirements are continuously changing [48]. It is impossible to capture all requirements for a non-trivial system before development starts. As a system evolves during development, so does its requirements as the system stakeholders gain a better understanding of the system domain. It is therefore critical to keep track of the current status of each requirement throughout the project.

4.1 Traceability

A critical key to successful system development is the ability to understand relationships that exists between requirements, design, code, and tests [60]. The tool used to achieve this ability is referred to as traceability or requirements tracing. Lauesen defines four types of requirements tracing (see Fig. 9) [49]:

1. Forward tracing from demands (stakeholder needs) to system requirements (needed to verify that all demands are reflected by system requirements).
2. Forward tracing from system requirements to a system design (needed to verify that all system requirements are considered in the design).
3. Backward tracing from a system design to system requirements (needed to verify that all parts of the design are required).
4. Backward tracing from system requirements to demands (needed to see that all system requirements have a purpose).

![Fig. 9: Requirements traceability types.](image-url)

\(^{12}\) Also referred to as, for example, “Quality requirements” in [49] or, “Quality attributes” or “Constraints” in the systems engineering community. The term non-functional requirement is used in this work to be consistent with the RUP terminology.
4.2 Use Case Modeling

Use cases provide a semi-formal framework for modeling (mainly functional) requirements [39,1]. A use case can be described as a goal that a user of a system wants to accomplish by interacting with the system. These goals are depicted in UML use case diagrams [59]. Use case diagrams may contain two types of entities:

- Actors, depicted as stick figures (see Fig. 10), which represents users of the modeled system. These actors can be either human users or external systems.
- Use cases, depicted as ellipses, which can have association relationships to actors. An association relationship between an actor and a use case means that the actor can communicate with the use case. That is, either initiate or participate in the behavior specified in the use case.

These use cases are further specified by a number of use case scenarios (also referred to as use case instances). These scenarios, which describe interaction between a system and its actors, are typically described in informal natural language. However, UML Sequence diagrams and Activity diagrams [59] are other popular notations used for describing use case scenarios.

Typically, for each use case in a use case model, there is also a corresponding use case realization in a design model [7]. A use case realization is a description of how different design elements collaborate to solve a specific use case (see Fig. 10) [48]. The main purpose or a use case realization is to provide a bridge between requirements modeled as a use case and a systems’ design (i.e. traceability). Use case realizations are often described using UML Sequence or Collaboration diagrams [7].
An interesting extension to use case modeling, from the perspective of software product lines, is known as Change case modeling. Change cases, which were proposed by Ecklund et al. at OOPSLA'96 [19], are basically use cases that specify anticipated changes to a system over its foreseeable lifetime. Change cases provide a relation “impact link” that creates traceability to use cases whose implementations are affected, if the change case is realized (see Fig. 11). Modeling change cases, allows product line designers to plan for and, more effectively, accommodate anticipated future requirements in a domain [15].

![Fig. 11: (a) A change case meta-model\textsuperscript{13} based on the UML use case meta-model, and (b) a change case example in a UML use case diagram.](image)

4.3 Feature Modeling

The activity in which commonality and variability analysis is performed in software product line requirements engineering is commonly referred to as domain analysis. A widely used technique in domain analysis is Feature modeling [18]. Kang et al. first proposed using feature models in 1990 as part of Feature Oriented Domain Analysis (FODA) [42].

Kang et al. define a feature as: “A prominent or distinctive user-visible aspect, quality, or characteristic of a software system or systems”. In feature models, system features are organized into trees of AND and OR nodes that represent the commonalities and variations within a family of related systems. General features are located at the top of the tree and more refined features are located below. Originally, FODA described “Mandatory”, “Optional” and “Alternative” features that may have “requires” and “excludes” relations to other features. Mandatory features are available in all systems built within a family. Optional features represent variability within a family that may or may not be included in products. Alternative features represent an “exactly-one-out-of-many” selection that has to be made among a set of features. A “requires” relationship indicates that a feature depends on some other feature to make sense in a system. An “excludes” relationship between two features indicates that both features can not be included in the same system.

\textsuperscript{13} A meta-model is an explicit model of constructs and rules needed to build a model within a specific domain (i.e. a meta-model is a model of how a specific type of model may be constructed).
Fig. 12 shows an example of a simple feature model in the FODA notation, however there are also a number of other feature modeling notations available in the literature. Robak has provided an overview of some commonly used ones in [64].

Fig. 12: A FODA Feature model [42].

5 The IBM-Rational Unified Process (RUP)

A software development process defines who is doing what and how to build or enhance a software product [40]. An effective process reduces risk and improves predictability by providing guidelines based on best practices for the development of quality software. The IBM-Rational Unified Process (RUP) [48] is a commercial product which provides a framework for such a software development process.

As mentioned in section 1.3, RUP is an instance of the Unified Software Development Process (USDP) framework [40]. There are also other instances of USDP available, for example the Agile Unified Process (AUP) [3] and the Enterprise Unified Process (EUP) [2]. However, further discussion of these other instances is not within the scope of this thesis.

As shown in Fig. 13, RUP has its roots in work performed by the Ericsson Corporation in the late sixties on visual modeling of telecom systems using scenarios. This work was later refined into a process product developed by Objectory AB. At the same time (1987) the term “Use Case” was first introduced by Ivar Jacobson at OOPSLA [38], and it became a cornerstone of the developed process. In 1995 the Rational Software Corporation acquired Objectory AB [40]. This lead to further development of the process by adding ideas developed at Rational regarding for example architectural views [46] and on arranging iterative development into phases [40]. This lead to the development of the Rational Objectory Process, which also adopted the Unified Modeling Language (UML) [59]. In 1998, Philippe Kruchten from Rational published the book “The Rational Unified Process: An introduction” [47] and thereby made the details of the proprietary process available to the general public for the first time. Today, RUP is well established and has become widely used in the software industry.

RUP has been developed based on six “best practices” which are adopted by many successful software development organizations [48]:

1. Develop Iteratively
2. Manage Requirements
3. Use Component Architectures
4. Model Visually
5. Continuously Verify Quality
6. Manage Change

The following sections will discuss these best practices in some more detail.

**Fig. 13:** History of the RUP [40].

### 5.1 Develop Iteratively

The iterative development approach is based on the spiral model (see Fig. 15) developed by Barry Boehm [8]. The Spiral model was intended to address shortcomings of the waterfall model [65] (see Fig. 14) which was widely accepted in industry at the time.

**Fig. 14:** The waterfall model [65].

The basic idea of iterative development is to develop systems incrementally by applying the waterfall model on portions of the system several consecutive times as illustrated in Fig. 16. These “miniature waterfalls” are referred to as iterations. This enables teams to work more risk-driven, since the most critical parts of the system can be developed and tested early in the project. It furthermore helps to find
contradictions in requirements, design and implementations early, since an executable subset of the system is developed in each iteration.

Fig. 15: The Spiral Model [8].

Fig. 16: Iterative and incremental development [48].

To make work more controlled, RUP group iterations by dividing projects into four phases: Inception, Elaboration, Construction and Transition (see Fig. 17). Each of these phases is related to a major project milestone which must be achieved before entering the next phase of the project. These RUP milestones are identical to the milestones that were proposed by Barry Boehm in 1996 [9,48]:

---

*Fig. 15: The Spiral Model [8].*

*Fig. 16: Iterative and incremental development [48].*
• The Lifecycle Objectives Milestone: The goal of the inception phase is to achieve concurrence among the system stakeholders on the life cycle objectives for the project. A major part of this is to determine scope and boundaries for the software to be developed. The major evaluation criteria for the lifecycle objectives milestone, which ends the inception phase, are:
  o Stakeholders agree upon system scope and project estimates.
  o Agreement exist that the right set of requirements has been captured.
  o Agreement exist that all major risk in the project have been identified, and that mitigation strategies exist for each of them.

• The Life Cycle Architecture Milestone: The main goal of the elaboration phase is to baseline the software architecture, to provide a stable basis for the bulk of the design and implementation work in the construction phase. The major evaluation criteria for the lifecycle architecture milestone, which ends the elaboration phase, are:
  o Requirements are stable.
  o The architecture is stable.
  o Major risk elements have been addressed by prototypes or other means.

• The Initial Operational Capability Milestone: The goal of the construction phase is to clarify the remaining requirements and develop the operational software based on the baselined software architecture. The major evaluation criteria for the initial operational capability milestone, which ends the construction phase, are:
  o The product is mature and stable enough to be deployed in the end-user community.
  o All stakeholders are ready for the transition to the end-users.

• The Product Release Milestone: The goal of the transition phase is to ensure that the software is readily available to its end-users. This includes activities such as testing and making minor adjustments based on user feedback. After the transition phase, the project lifecycle ends and the software product moves into its maintenance phase. The major evaluation criteria for the product release milestone, which ends the transition phase, is:
  o Customers have reviewed and accepted the project deliverables.
5.2 Manage Requirements

As discussed in section 4, managing requirements and maintaining traceability to the design are important activities in a software development project. This view has also been adopted in RUP. The most prominent requirements artifact in RUP is the use case model. RUP is often referred to as a use case driven methodology. The reason for this is that use cases form the basis for many activities in RUP, they drive [48]:

- Creation and validation of the design
- Definition of test cases and test procedures
- Project planning
- Development of user manuals
- Deployment

Non-functional requirements are managed in a natural language (text) specification called “Supplementary Specification” in RUP [48].

5.3 Use Component Architectures

The software architecture is the structure of a system, which comprises software components, the externally visible properties of those components, and the relationships among them [6]. The basic idea of component based development is that software building blocks (components) are pre-fabricated, deployed and assembled into a system. Components have clearly defined interfaces and can be (re)used independently of other components [69]. Iterative development combined with such component architectures means that a system can grow continuously. Each iteration produces an executable architecture that can be evaluated against system requirements [48]. RUP uses the “4+1 model view” [46] (see Fig. 18) to describe the software architecture.
The **Logical View** describes the system architecture from a functional perspective.

The **Development View** (referred to as **Implementation View** in RUP), describes how source code and other related static software modules such as data files are organized in the development environment.

The **Process View** describes concurrency aspects within the system, such as thread management, deadlocks, fault tolerance, etc.

The **Physical View** (referred to as **Deployment View** in RUP), describes how executable software modules are allocated to the underlying (hardware) platform.

The **Scenario View** (referred to as **Use Case View** in RUP), has a special role since it ties the other views together. The use case view contains a number of key usage scenarios and descriptions of how the software architecture realizes these scenarios.

![Fig. 18: The 4+1 View of Architecture [46].](image)

### 5.4 Model Visually

A model is a simplification of reality that describes a system from a certain viewpoint [48]. Visual modeling helps teams to cope with system complexity by enabling abstraction. As mentioned in section 5, RUP has adopted UML [59] as its visual modeling language. UML provides a standardized graphical notation that can be used to specify, visualize, construct, and document the artifacts of software-intensive systems. UML includes language constructs to capture both system structure, behaviour and interactions.

### 5.5 Continuously Verify Quality

Finding and fixing a software problem is typically 5-100 times more expensive after delivery than finding and fixing it during requirements analysis or design [10]. It is therefore important that problems are found as early as possible in the system
lifecycle. Adopting an incremental development approach enables testing to be performed in each iteration. This in turn means that the software quality can be continuously and quantitatively measured throughout the project.

5.6 Manage Change\textsuperscript{14}

One of the big challenges when developing complex software intensive systems is to manage a large number of developers divided into several teams, working at the same time on several releases of project deliverables [48]. Without good guidance, this process may result in chaos. Having a formalized way of managing change to project artifacts addresses some of this complexity. It also enables metrics to be extracted from projects regarding change statistics, which then can be used for objective project status assessments.

6 The Proposed Approach

The strategy employed in this work was to extend the requirements discipline of RUP to better support software product line development. An analysis of RUP revealed that it provides little or no support for managing (or modeling) variability among members of a product family. This is unfortunate, however not surprising since the scope of RUP is a single software development project, and focus is on new development, rather than where coordination with other projects and maintenance.

One approach to address the problem of lack of commonality and variability analysis in RUP would be to transform RUP into a feature driven approach. This could be accomplished by replacing the RUP use case model with a FODA feature model. However, since use cases have such a central role in RUP, such a change would make it hard to even recognize the unified process in the result. This would in turn, lead to problems for organizations applying the resulting process. Examples of such problems could be increased training costs of new personnel and problems capturing new market segments, since features do not provide strong support for exploring new or poorly understood system characteristics [14]. Instead, the approach adopted in this work was to investigate how use case modeling could be extended to better support commonality and variability analysis.

Analysis of a number of use case models, revealed four types of variants that can exist in product family use case models as we described in Paper I and Paper II:

- The first type of variability regards the set of included use case in each product within a family.
- The second type of variability regards the set of included use case scenarios within each of these use cases.

\textsuperscript{14} “Manage Change” in RUP refers to having control over changes, not to rapidly respond to changes; which is the main focus in agile software development [16]. This lack of agility is one of the most common critics of RUP, since it makes RUP unsuitable for small fast paced project [29].
• The third type regards the set of included steps within each of these use case scenarios.

• The fourth and final type of variability regards cross-cutting aspects that can affect several use cases on several levels. For example the existence of different sets of use case actors in different products.

6.1 Related Work

The UML use case meta-model provides poor support for variability modeling [74]. A number of suggestions on how to address this issue have been discussed in the literature (see Table 1 for an overview). These approaches can be divided into four main categories:

1. Approaches that structure use cases according to a feature model, and model variants in the feature model (see [28,27]).
2. Approaches that extend UML use case diagrams with variability constructs (see [27,74,41,56]).
3. Approaches that add variability mechanisms to textual use case specifications (see [39,28,23,27]).
4. Approaches that combine two or more of the different types of variability mechanisms described above.

We do, however, see a number of problems with existing approaches to product line use case modeling:

• When attempting to model variability in UML use case diagrams, diagrams tend to get cluttered to a degree where it is impossible to get an overview of the variants within (a non-trivial) product family. It is furthermore not enough to only manage variability among whole use cases (see discussion on types of variability in section 6).

• Existing approaches to manage variability within textual use case specifications do not have any means to provide a good overview of all variants within a family.

• Most existing approaches lack strong mechanisms to trace variant use case behavior to the system design.

• Most existing approaches allow Free Selection\textsuperscript{15} among use cases and variants during product instantiation of the product line use case model. Adopting such an approach, instead of maintaining (and enforcing) a common system family model, is a major maintenance concern when working on extremely long lived systems. Copying documents and removing variant information is not good from this perspective, since information is being duplicated.

\textsuperscript{15} Free selection means allowing single system requirements engineers to browse a product line model and simply copy requirements from the family model and pasting it into a single system model [52].
Table 1: An overview of variability mechanisms used in other published software product line use case modeling approaches.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Use case</th>
<th>Scenario</th>
<th>Step</th>
<th>Cross-cutting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacobson et al. [39] (RSEB)</td>
<td>Using the generalization and extend relationships in UML use case diagrams by using a different use case stereotype icon for abstract use cases.</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>Only within a single use case specification using textual parameters.</td>
</tr>
<tr>
<td>Griss et al. [28] (FeatuRSEB)</td>
<td>Using a feature model that is linked to the use case model.</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>Only within a single use case specification using RSEB parameters.</td>
</tr>
<tr>
<td>Fantechi et al. [23] (PLUC)</td>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>Only within a single use case specification using the tags “Alternative”, “Optional” and “Parametric”.</td>
</tr>
<tr>
<td>Gomaa [27] (PLUS)</td>
<td>Using UML stereotypes in use case diagrams (“kernel”, “optional” or “alternative” use cases) and by modeling use cases packages as features in a feature model.</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>Only within a single use case specification using a section describing all variation points according to a variation point template.</td>
</tr>
<tr>
<td>van der Maßen &amp; Lichter [74]</td>
<td>By extending the UML use case meta-model with the relations “Option” and “Alternative”.</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;16&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>16</sup> Could be managed by describing variant scenarios and variant steps as separate use cases which extends the original use case. This strategy is however likely to fragment the use case model resulting in too many and too small use cases when applied on a product line of non-trivial systems (See also [27] for further discussion of this issue).
6.2 Marrying Use Case Modeling with Feature Modeling

The approach for managing variability in use case models, presented in this thesis (see Paper I and Paper II), is based on the work by Griss et al., on FeatuRSEB\(^{17}\) [28]. Like Griss et al. we argue that feature models are better suited for domain modeling than for example UML use case diagrams. A feature model should therefore be used as the high level view of a product family. However, in the proposed approach, the primary purpose of the feature model is not to take “center stage”, but rather to be a tool for visualizing variants in our abstract product family use case models.

We use a feature model as a tool for structuring and instantiating our abstract family models into concrete product use case models for each system built within the family. We accomplish this by relating use cases, use case scenarios and use case scenario steps to features of appropriate types in a feature model as illustrated in Fig. 19 (see Paper II). We then select among the variants in the family model by selecting features from the feature model. To manage cross-cutting aspects, textual parameters as described by Mannion et al. in [53], are used. These parameters, which can be used anywhere in use case specifications, are linked to and visualized in the feature model as well. We also maintain use case realizations [48] and change cases [19] as part of this product family model. We utilize use case realizations to trace variant use case behavior to the system design (see Fig. 10), and change cases to mark proposed however not yet accepted functionality in a domain (see section 4.2).

Our approach is similar to Gomaa’s approach [27]. Gomaa proposed to model features as use case packages. We extended this idea, saying that possibly a whole set of features compose a use case package. This has the advantage of enabling us to also visualize variants within use case specifications using a feature model. This means that a feature model provides a total overview of all variants that exist within a product family. A set of included features directly correspond to a specific set of included (concrete) use cases for a specific product within a family.

\(^{17}\) In FeatuRSEB [28] a feature model is added to the 4+1 view model (see Fig. 18) adopted by Jacobson et al. in RSEB [39]. The feature model in FeatuRSEB takes “center stage” and provides a high-level view of the domain architecture and the reusable assets in the product family.
Fig. 19: An example of the relationship between features and use cases.

6.3 Product Instantiation

By marrying feature modeling with use case modeling, we have provided means to maintain a common and complete use case model for a whole product family. This means that product instantiation of the model is basically done by adding any new requirements to the model (which is likely to require new features to be added to the feature model as well) and then using the feature model to choose among its variants (see Fig. 20). New requirements are modeled as change cases to provide an overview of the current delta in the model and to provide stronger support for change impact analysis [11]. A product use case model is generated by applying a filter to the domain model sorting out features not included in the current system. This will result
in three types of reports: A “Use Case Model Survey” including all use cases (and possible change cases) for the product, and “Use Case Specifications” and “Use Case Realizations” for all use cases in that survey (see Paper III for tool support).

![Flowchart](chart.png)

**Fig. 20:** Adding a new product to a product line model.

### 6.4 A Note on Notations Used

As we described in Paper I and Paper II, we have chosen a tabular natural language description of use case scenarios and use case realizations in the proposed approach (see Fig. 21). The main motivation for this was that the industrial partner works in the embedded systems domain. This increases the number and diversity of stakeholders interested in the resulting models, including for example systems- and electrical engineering. This makes UML unsuitable for the purpose, since we believe its learning threshold is too high for wide-spread use within the organization. These natural language descriptions can however be supplemented with UML diagrams to improve understandability and precision/formality as needed.
The use case begins when the Actor...

The System shall...

The use case ends when the System...

It shall...

6.5 Tool Support

The main tools used to support the proposed approach are the commercial requirements management tool Telelogic DOORS and the commercial UML modeling tool IBM-Rational Rose. Both tools are widely used and accepted in industry. Telelogic DOORS is utilized to manage these system family use case models and IBM-Rational Rose is used for drawing feature graphs and UML diagrams. Appropriate reports are generated from DOORS as MS Word documents, as shown in Fig. 22. A number of extensions to these tools were also developed to better support the proposed approach (see Paper III for details).

7 Summary of Contributions

We have developed a simple extension to use case modeling that enable a common use case model to be developed and maintained for a whole family of products. The
following sections will briefly summarize the appended papers which describe our contributions to this area of research.

7.1 Paper I – Marrying Features and Use Cases

*Paper I* outlines the proposed approach in terms of marrying use case modeling with feature modeling. A two-layer product family model is proposed in which concrete product use case models are derived from an abstract product family use case model.

*Paper I* also proposes the idea of introducing domain modeling and requirements reuse as part of the systems engineering process to provide stronger support for embedded software product line development. An approach for this, based on the RUP SE [63] "Use case flowdown"-activity, is also discussed in *Paper I* (see section 8.3 for future work in this area).

7.2 Paper II – The PLUSS Approach

*Paper II* extends the proposal of *Paper I* by providing means to develop and maintain a common and complete use case model for a whole product family. *Paper II* thereby removes the need to allow free selection (see footnote on page 20) in the model, which turn is likely to ease maintenance of the resulting product use case models.

Furthermore, a meta-model is presented which also includes use case realizations in the family model. The approach thereby provides strong means for tracing variant use case behavior to the system design.

*Paper II* also describes an extension to FODA feature models that enables modeling of “at-least-one-out-of-many”-selections. This extension was required to be able to capture all variants that can exist in use case models. Together with this extension, a new feature modeling notations was also proposed.

Finally, an industrial case study is presented where the proposed approach was applied and evaluated in the target domain.

7.3 Paper III – The PLUSS Toolkit

*Paper III* describes how commercial tools can be adapted and utilized to support the proposed product line use case modeling approach. A toolkit is presented, which extends the commercial UML modeling tool IBM-Rational Rose, and the commercial requirements management tool Telelogic DOORS, to better support the proposed product line use case modeling approach.

The basic idea presented in *Paper III* is to add the semantics of feature models to the heading outline of a natural language specification (in our case a *Use case model survey*). This enables sections of a specification to be included or not by a specific product in a product family, by selecting or deselecting features from a feature model.
8 Ongoing and Future Work

8.1 Test of Research Hypothesis

The study presented in Paper II indicates that adopting our software product line modeling approach enables more efficient development of systems in the target domain. However, how software product line development affects the maintainability of these systems is yet to be investigated. Even though it intuitively seems like a common platform would ease maintenance of systems by reducing the total amount of source code, other factors might have a negative influence. One example of such an influencing factor could be increased code complexity due to implemented variability mechanism in the platform. Another example could be the need for a more heavyweight process for change impact analysis and release management compared to single system development.

8.2 Further Development and Evaluation of the Proposed Approach

Further experience using the approach at Land Systems Hägglunds has shown the concept of local and global use case parameters (see Paper I and Paper II) is not as intuitive as initially indicated. The use of parameters has therefore been modified to only have one type. These new parameters are defined on an appropriate level in a feature model (on the same level as, or above, the use case(s) using them), and instead have scope rules similar to variable names in an imperative programming language. These new parameters can either be single-valued or multi-valued as illustrated by “PARAM_1” and “PARAM_2” in Fig. 23.

A follow-up study, as discussed in section 2, is planned to investigate if the initial positive results applying the proposed approach reported in Paper II, are still valid when being applied by a larger set of projects throughout the organization.

The study presented in Paper II indicated that the proposed approach form a good basis for early cost estimates. This area of application of the approach could be further developed. By attaching metrics to use cases and change cases in the model, powerful and highly automated cost estimates could be implemented in the presented toolkit. Examples of such metrics could be cost of development and integration of use cases in historical projects, and use case point [73] style metrics that could be added to change cases.
8.3 Reuse of Systems Engineering Specifications

For successful embedded software product line development, we believe it is important that product line concepts such as domain modeling are also introduced into the systems engineering process (see Fig. 2). The reason for this is that embedded software requirements are for the most part not posed by customers or end users, but by systems engineering and the systems architecture (see Fig. 24). We have therefore developed a use case driven systems engineering method [20,21], that can be applied in accordance with the proposed product line use case modeling approach. Our assumption is that this will lead to systematic reuse of systems engineering specifications and thereby also ease the organizations’ embedded software product line development. A major part of the reminder of this project will be dedicated to investigation of this area.

Fig. 23: Examples of the new parametric feature type.
8.4 Managing Variants in Design Specifications

An important supplement to the presented approach is a systematic methodology to handle variants in design specifications. One such variant example is if a single use case has different realizations in different products in a product line. At the first glance this might seem unnecessary since the basic idea of software product line development is to have a common architecture for all products in a family. This would in turn imply that if use cases are the same, so would their realizations. However, experience has shown situations where this is not the case. One example is if the architecture is very modular and enables different implementations of the same function (for example if a high-end vs. low-end product choice is possible).

We believe that similar techniques as those presented in this work for managing variability in use cases, can also be applied to other types of specifications. The idea of adding the semantics of feature models to specification heading outlines is likely to be applicable to basically any type of specification provided adequate tool support is available. This might however require a more expressive feature modeling notation than the one used in this work.
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